


IN MEMORIAM
- Donald P. Eckman

IFAC NEWS

- Meeting of the Executive Council at Cambridge 5
- International Symposium on Relay Systems Theory 13
‘ and Finite Automata
- IFAC Symposium on Self-Adaptive Systems 14

NEWS FROM NATIONAL MEMBERS
- Roumania &y
- USA :

WORLDWIDE AUTOMATIC CONTROL
International Events

- IMEEO (International Measurement Conference) 32
- International Symposium on the Application of 32
Automatic Control in Prosthetics Design
i ) i a9
Austria - Osterreichischer ArbeitsausschuBl fiir 24
Automatisierung

Canada - Seminar on Control Theory AU
France - Symposium on Modern Computing Techniques A4
and Industrial Automatic Control
Germany - VDI Annual Engineering Meeting 1562 37
Italy - Italian Congress on Instrumentation and 37
) Automation, November 1962
Roumania - Reports on Problems of Automation 1961 38
Reports on Problems of Automation 1962 28
Switzerland - 13th Symposium of ASSPA 39
. Seminar on Automation in small and 40
average industries _
Activities of the Geneva Section of 41

ASSPA



!
e S5
United Kingdom - Production Exhibition 41
Institution of Mining Engineers 41 IN MEMORTAM
The British Institution of Radio 49 FOREDD "B BEE NN
Engineers
USA - The 1962 Joint Automatic Control Conference 42
Symposium on the Mathematical Theory of 46
Automata
The Systems Research Center of the Case 48
Institute of Technology
The 1962 AFIPS Spring Joint Computer 51
Conference
PUBLICATIONS ’ u ~
International . _
- ACTA IMEEKO 1961 66
- Proceedings of the International Seminar on 66

Analogue Computation applied to the study !
of Chemical Processes

CSSR 66
France 67
Germany 67
Switzerland 67
United Kingdom 67 |
UsA 68 _

During its meeting at Cambridge, the Executive Council of IFAC
was informed of the tragic death on May 26, 1962, in a car ac-
cident on his way to Cambridge, of prof. Donald P.E ¢ k m a n,
_ g & . oﬁmu.n.awbowdw.wHu,bohndu.moqﬁuoﬁddmamu.bnau.@mﬂ.

With the death of D.P. Ec km a n , IFAC has lost one of its
most devoted officers who has served our Federation unto the
final moments of his life. His contributions to the Automatic
Control field as a teacher, scientist and author of universally
| accepted technical books are widely known throughout the world.

Already in Bulletin no. 11 (pages 34 to 36) we have published
an account of the Systems Research Center at the Case Institute
of Technology, Cleveland, which was created and directed by Don
Ec kman . We publish in this issue further details of the
work of this Center which reaehed us shortly before this tragic
news.
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All Automatic Control engineers throughout the world in meet-
ing Donald P.,E ¢c km a n felt of him immediately as a friend
and many remember with affection the hospitality of his fami-
1y and home. His death is a great loss for all who knew him

and the sorrow of his own family is fully shared by the whole
world-wide family of those who work in the field of Automatic
Control.

Without doubt, his fine example will inspire more scientists
and engineers to follow his investigations in the field of
Automatic Control and encourage all those already engaged in
this field to devote their best efforts to promote Automatic
Control science amongst nations. Don E ¢ k m a n would have
wished for no better reward of his activities and this re-
mains the best possible tribute to his memory. \U
May the present issue of the IFAC Bulletin - the largest ever
published since its foundation - be a first and modest token

of remembrance to Donald P. Ec¢c km an from his companions

and friends. The Editor

Some dates of the life of Donald P. Ec kman
December 31, 1915 - Birth in Hillsdale, Michigan, USA
1934 Graduated from Jackson Junior College
19%8 Bachelor of Sciences, University of Michigan

1939 Master of Sciences (Mechanical Engineering),
University of Michigan

1939 - Research engineer with the Brown Instrument Company,

1946 Philadelphia, Pennsylvania

1946 - Teaching fellow and instructor, Cornell University,
1950 Tthaca, New York

1950 Philosophy Doctor, Cornell University

1950 Member of the teaching staff of the Case Institute
of Technology, Cleveland, Ohio, and, later, pro-
fessor of Mechanical Engineering of same

1957 Chairman of the Advisory Committee of the Inter-
national Federation of Automatic Control (IFAC) Ag

1959 Director of the Systems Research Center of the Case
Institute of Technology

1959 Annual Award of the American Society of Mechanical
Engineers

Main publications (personal books)

"Principles of industrial -process control", New York, 1945
"Industrial instrumentation", New York, John Wiley, 1950
"Automatic process control", New York, John Wiley, 1958
"Systems; research and design", New York, John Wiley, 1961
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IFAC NEWS

Meeting of the Executive Council at Cambridge

Meetings of the IFAC Executive Council were held at Cambridge,
United Kingdom, on June 4, 5 and 7, 1962.A meeting of the IFAC
Technical Committee on Bibliography was held at the British
Institution of Electrical Zngineers in London on June 6.

After the members and guests of the Exscutive Council had heard,
standing in silence, the announcement read by professor Ed.
Gerecke, President of IFAC, of the death of Professor
Donald P, Ec km a n , Chairman of the Advisory Committee,

the President delivered the following report:

PRESIDENT'S REPORT 1962

The first contacts for the creation of IFAC were made at Hei-
delberg (Germany) in 1956 and attended by Dr. Ruppe 1 ,
professor B r o i d a and the present President. IFAC was
founded at Paris in 1957 and Mr. C h e s t n u t was elected

as first president. The annual meetings of the Executive Coun-
cil were held at Zurich in 1958, at Rome in 1952, at Chicago

in 1959,at Moscow in 1960,at Bergen in 1961 and now at Cambridge
in 1962. The Constitution and By-Laws of IFAC were completed

in 1959, The first large-scale IFAC event was the first inter-
national congress at Moscow in 1960 with professor Le t o v

as second President. The Proceedings "Automatic and Remote
Control" were published in 1961 by Butterworths Scientific
Publishers in four volumes with a total of 2016 pages contain-
ing 286 papers. An edition in Russian language was published
by "International Book", Moscow. These Proceedings reflect the
high scientific level of IFAC and advanced state of the theory
on automatic control.

ELECTIONS

In autumn 1961 the new Executive Council was elected by the
National Members in accordance with the proposals of the for-
mer Executive Council., The President would like to thank the
National Members for his election as third President of IFAC.
As the Honorary Secretary, Dr. G. Rupp el , and the Hono-
rary Editor of the IFAC Bulletin, professor V. Br o i d a ,
have to be reappointed every year, these two IFAC officers are
reappointed to their positions for 1962. Special acknowledge-
ment was made of these officers' devotion, The President
realizes that Dr. Ru p p e 1 works a large part of his time
for TFAC and trusts the Exectuive Council will thank him cor-
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dially for his really good work. The President would also like e)
to express the thanks of the Executive Council to the VDI at

Diisseldorf and hopes that Dr. R u p p e 1 will continue his

IFAC asctivity after the Second IFAC Congress in 1963, The Hono-

rary Editor has published three IFAC Bulletins between the

meetings at Bergen and Cambridge and the President knows that

this is a heavy duty. Professor B r o i 4 a is fluent in the

four IFAC languages and his translation work at the Rome Sym- £)
posium was much appreciated., The President hopes it will be

the wish of the Executive Council that he expresses thanks on

behalf of IFAC to professor B r o i d a for his excellent work,

P 1@

In connection with the IFAC Technical Committees the President
has received a letter from professor Na s 1 i n , Paris, who
wishes to resign as Vice-Chairman of the Technical Committee

on Theory because of overwork. Dr. M o z 1 e y , USA, also re-
signed as Chairman of the Technical Committee on Applications,

)

PARTICIPATION OF IFAC IN EVENTS OF OTHER ORGANIZATIONS

a) European Pederation of Chemical
Engineering
Dr. Rup pel was present as IFAC representative at the
first meeting of the Working Party on Chemical Process
Automation at Frankfurt, Germany, on June 10, 1961.

Dr, Wo hler , member of the Swiss Federation of Auto-
matic Controel, was present at the meeting of the Documen-
tation Committee of the Working Party on Chemical Process
Automation at Basle on September 21, 1961. He presented
the IFAC Classification which was adopted with the wish
to extend it more to Chemical Processing.

h)
b) IMEEKO
Professor L e t ov , professor Coales , Dr. Bo r o
mis z a and members of the Technical Committee on Com-
ponents cooperated with IMEKO and attended the IMEKQO Ex-
hibition at Budapest in June/July 1961. AU Q
i)

) Bympoalnm onmw Antomasiec Cont ol
of lLarge power s8tation . groups

Dr. Ruppel attended this meeting as IFAC representa-
tive at Prague, in September 1961.

d) TNESCO Symposium "Man in Space"

In November 1961 professor Br o i d a was present as re-
presentative of IFAC and UATI at the meeting of the Study
Group for preparing & Symposium "Man in Space" in Paris.
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Professor C o a 1 e s and the
tives of IFAC as honorary guests
VDE from March 13 to March 15,

President were representa-
at this meeting of VDIL/
1962 at Heidelberg.

MESUCORA

The President was present as the representative of IFAC
during the whole exhibition from May 8 to May 13, 1961
in Paris. During this large exhibition lasting a week,
papers were read at special meeting on Components for
Measurement and Automatic Control

TaSs0L o/ e TR

IS0 MHBdouuwwwoumH Standards Organization, Geneva) and

IEC (International Electrotechnical Commission, Geneva)
invited on May 15, 1961 at Geneva several international
federations to discuss the problem of further standardi-
zation in automatic control and information processing.
The President represented IFAC and reported on the IFAC
Moaw on graphical symbols. ISC created an ISO Committee 97

or:

Digitel Computers and Information Processing,
and IEC a Technical Committee (TC) 53 for :
Computers and Data Processing Equipments,

The committees decided to cooperate with IFAC.

IEC meeting

At the IEC meeting in Interlaken, Switzerland, the Presi-
dent gave a review of the IFAC graphical symbols. The IEC
decided o nominate a committee for the electrical seg-
tion of these symbols and to cooperate with IFAC., The
meeting took place in June 1961.

E-Fachgruppe Regelungs-
k ,Germany

he VDIL/VDE-Group for Automatic Control decided in 1960

to work on graphical symbols for automatic control. The
working group after noting the report in the IFAC Bulle-
tin (see no. 6 of January 1960) invited the President to
speak for 2 hours on IFAC symbols at Frankfurt on January
17, 1962 before a hundred specialized engineers. The Presi-
dent was then invited to read a paper on: "Signal flow
diagrams and graphs in the Education program of a Techni-
cal University" at Karlsruhe on May 24, 1962. The YDI/VDE

o<
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Group is the only national organization actively working on
graphical sympols. Very good cooperation exists with IFAC.

k) IBRA

IBRA is the Belgian National Member of IFAC and has or-
ganized an International Seminar on Automatic Control in
the Iron and Steel Industry, Brussels, February 1962. This
meeting was sponsored by the IFAC Technical Committee on
Applications and attended on its behalf by Mr. 81 11 s,
USA.

1) AICA 1961 xU

The International Federation of Analog Computation (Pre- v
sident professor Ho f f m a n n , Brussels) held a Con-
gress at Opatija, Yugoslavia in September 1961 which dealt
with applications of analog computers to automatic control.
Dr. Tomo v i c¢c , Vice-President of AICA, asked for ex-
tensive cooperation between IFAC, IFIP and AICA in the
field of applications of analog computers. The President
was present at this meeting as representative of IFAC and
also as Vice-President of AICA and promised to submit this
question to the Executive Council of TFAC. At the Second
IFIP Congress in Munich, Germany, August 1962, this
question will be discussed between IFIP, AICA and IFAC.

IFAC TECHNICAL COMMITTEE ACTIVITIES

The Technical Committee on T h e o r y held at Rome from
April 26 to 28, 1962 its first Symposium on :

Optimizing and self-adaptive
Systems Theoxy.

Papers were at a really high level and interesting discussions
took place. About 65 persons were present. The President would
like to thank the Italian Member Organization of IFAC for its

excellent hospitality. Au,

The Technical Committee on C om p on en t s had a meet-
ing in Paris in May 1962.

The Technical Committee on B i b1l iography has pub-
lished the Classification prepared by professor Br o i d a
and the first issue of the Bibliography itself is now
published,

In the Technical Committee on T erminology , work
was done on graphical symbols,

D
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Bulgaria, Turkey, Netherlands, Denmark and China were invited
to participate in committee work and in providing information
foy the Bulletin,

PREPARATION OF THE SECOND IFAC CONGRESS 1963 AT BASLE
(SWITZERLAND)

In August 1961, printed invitations to authors were mailed to
the National Members. Up to May 20, 1962 about 2 6 5 papers
were offered to IWAC (Russian papers not included), namely on:

Theory 101 papers
Components 17 papers
Applications 106 papers
Non classified 41 papers

In May 1962 special instructions were sent to authors. The
Swiss Federation of Automatic Control is working intensively
on the organizational and financial matters for the Basle
Congress.,

Tenders for the Proceedings of the IFAC 1963 Congress were
submitted to Dr. Rup pe 1 . A list of reviewers has been
established by the Technical Committees on Theory and Com-
ponents.

GENERAL SITUATION OF IFAC

IFAC has now grown up to a serious scientific and engineering
organization. In the different fields of IFAC activities, good
work has been done and the officers and members of the Techni-
cal Committees are spending more and more of their time on
IFAC. Therefore only persons who are willing and in a position
to serve IFAC should be appointed in the future. The coopera-
tion of other international or national organizations with
IFAC is under way. The goals of IFAC are the further develop-
ment of theory, of systems engineering and applications for
small and large plants, After the IFAC Congress 1963 small
Symposia should take place between specialists in different
fields to stimulate further progress.

After approval of the President's and of the Treasurer's re-
ports, the Executive Council in its meetings at Cambridge
discussed the following problems (some of which were also
discussed at the meeting of the Technical Committee on Biblio-
graphy held in London) and made the following decisions:
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APPOINTMENT OF COMMITTEE CHAIRMEN AND VICE-CHATRMEN
The following appointments (%) or re-appointments were made:

Advisory Commnittese

Chairman: Mr. Harold Ches tnut (USA) ()
Vice-

Chairmen: Mr. J. L o e b (France)

Taec hniecadl Committees on :

bwvwwomwwonm
Chairman: Mr, W.E. M i
Vice-

Chairman: Dipl.-Ing. V.

1 exr (USA) (%)
(Czechoslovakia) «e

W e

treje

Bi1ibBI1Ii1ogxraphy:

Chairman: Mr. M. A jnbinder (Belgium)
Vice-

Chairmen: Dr. B.N. N a oum o v (USSR)

Components
Chairman: Dr. Gy.
Vice-

Chairman: Professor Y.

Boromisza (Hungary)
0Oshima (Jepan)
Bdonoscatiomn:

Chairman: Mr. M, P€1 €grin
Vice-

(France) (%)

Chairman: Rector Z. Szpark ows ki (Poland)
PTerminol ogy:
Chairman: Professor BEd. G e r e c k e (Switzerland)

Vice-
Chairman: Dr. H.I.. M a 8 o n (US4)

Theorf:

Chairman: Academician B.N.
Vice-

Chairman: Professor J.H.

Petrov (USSR)
Westcott (United Kingdom) (¥)

Rl

SECOND IFAC CONGRESS

This Congress to be held in Basle, Switzerland, will begin on
Wiednesday, August 28, 1963 and end on Wednesday, September 4,
106%, both dates being inclusive.

In addition to the papers provided by authors, some review
papers are anticipated.

R
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After an initial selection by National Member Organizations,
papers will be perused by Chairmen and Vice-Chairmen of the

corresponding IFAC Technical Committees and finally selected
by an IFAC Selection Committee.

The Proceedings will be published in two versions:
- one in English, French or German,

Professor V. B r o i d a (France) has been appointed
Chief Hditor of this Western version. He will be assist-
ed by two co-editors.

- one in Russian, under the responsibility of the Institute
of Automatics and Telemechanics of the USSR Academy of
Sciences.

Both Western and Eastern Editors will closely co-operate.

BIBLIOGRAPHY

The members of the Executive Council in Cambridge had the
opportunity of seeing the first issue of the Intermational
Bibliography of Automatic Control (936 references) issued
shortly before the meeting, edited by professor V. Br o i d a
and published by Presses Académigues Zuropéennes, Brussels.

The members of the Technical Committee on Bibliography were
also shown in course of their meeting at London, held under
the chairmanship of Mr, M. A Jjnbind exr and attended

by Dr. Perez-Vitoria (UNESCO) and Mr. Troc ki
(Presses Académiques Buropéennes), the full dummy-proof of

the second issue of this Bibliography (976 references) pub-
lished since (the third issue of 1032 references being pre-
sently on press).

The following decisions have been made by the Executive Coun-

cil in respect of the Bibliography

1) To approve the results already achieved and to recommend
the continuance of this project. Thanks were expressed to
professor V. Br o i d aand to Mr, M. A jnbinder.

2) To strongly urge National liember Organizations to increase
their co-operation in the project to the utmost by ensur-
ing a regular flow of information to the Editor and by ac-
tively promoting, diffusing and solliciting sales of the
Bibliography.

3) To authorize the Technical Committee on Bibliography to
negotiate with Presses Académiques Européennes a contract
for continuing this publication. The latter is presently
supported by the Exact and Natural Sciences Department of

CO but will have to become ultimately self-supporting
n future.
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4) To request the Technical Committee on Bibliography to
negotiate a contract with Presses Académiques Europ€ennes
for publication of the past bibliography on automatic con-
trol up to and including 1960, This new project is to be
entirely self-supporting, including editorial expenses.

IFPAC BULLETIN
In his report to the Executive Council, professor V. Br o i -

d a , Honorary Editor of IFAC, called the attention of National

Member Organizations to the very urgent necessity for some of
them to greatly increase their contribution to the IFAC Infor-
mation Bulletin which has to reflect automatic control events
and trends on a worldwide basis.,

NEXT MEETING OF THE EXECUTIVE COUNCIL

The next meeting of the Executive Council is scheduled in
Zurich, Switzerland, from March 20 to 22, 1963,

SOCTAL EVENTS

Many examples of generous and friendly British hospitality
were displayed during the sessions at Cambridge, parties be-
ing invited by the Engineering Laboratory of the Cambridge
University and by professor and Mrs. J.F. Co al e s . In
addition IFAC membert were guests at traditional dinners at
various Colleges. In London the party were guests of the
British Conference on Automation and Computation and besides
attending the meeting of the Technical Committee on Biblio-
graphy, members and guests of the Executive Council visited
technical laboratories,

Industrial visits were also made and on every occasion
private British firms displayed the same generous hospitality
(including an evening at the Covent Garden Opera House) which
was much enjoyed by all participants.

y
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International Symposium on Relay
Systems Theory and Finite Automata

An International Symposium on Relay Systems Theory and Finite
Automata will be held in Moscow from September 24th to Octo-
ber 2nd, 1962 by the IFAC Technical Committee on Theory joint-
1y with the USSR National Committee on Automatic Control,
Attendance is restricted to personally invited experts,

The following areas of relay systems theory, proposed at the
18t Congress of IFAC, are to be discussed:

1) Problems of language describing the operation of rel
devices and suitable algorithms for deriving flow tables.

2) The problem of assignment, taking into account hazards.

3) Problems of minimization of the structure of relay
devices by:

a) algorithms for the minimization of "factored" Boolean
expressions,

b) slgorithms for designing "bridge" (non-series parallel)
contact networks, :

c) approximate methods of minimization,

4) Problems of mechanization of the synthesis and the ana-
lysis of relay devices, using special and general purpose
computers,

5) Problems of reliability of relay devices.

6) Relay devices, finite automata, logical networks., Conjunc-
tion, difference, possibilities of unification of these
concepts.,

7) Various optimization criteria for relay devices.

8) Methods of synthesis of the structure of ordered relay
systems.

9) Methods of synthesis of structures with pulsed elements.
The proceedings of the Symposium will be published.
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IFAC Symposium on Self-Adaptive Systems

This Symposium, organized by the IFAC Technical Committee on

Theory jointly with the Commissione Italiana per 1'Automazione,

National Member Organization of IFAC for Italy, took place in

Rome on April 26-28, 1962.

Morning session, April 26 - Chairman: professor A, M a -
rino (Italy)

After welcome speeches held by professor G. Po 1l vani,
President of the National Research Council of Italy, by pro-
fessor A, Ma r i n o , Chairman of the Commissione Italiana
per 1'Automazione, and by academician B.N. Pe t r o v (USSR),
Chairman of the IFAC Technical Committee on Theory, the follow-
ing papers were read (abstracts of which are given hereafter):

RECENT WORK IN OPTIMIZATION AND ADAPTATION

review paper by professor John G. T r u x a 1 (USA), Chair-
man of the IFAC Subcommittee on Self-Adaptive and Optimal Theory

THE OPTIMAL METHODS OF SEARCH IN CONTIN-
UQUS AND PULSE EXTREMUM CONTROL METHODS

by professor A. Kr as s ovskdidi (USSR), read in Russian
by Dr. B.N. Naoumov and tramslated into English by professor
V. Broida.

The search process in continuous and pulse extremum control
systems includes the process of determining deviations from
the extremum and the process of approaching the extremunm,
These processes may take place simultaneously or in succession
with respect to time.

Each process can be achieved in different ways producing a
large number of search variants. This is particularly so in
cases when the characteristics of a multidimensional plant

sought.

The paper is devoted to the consideration of these several
problems of optimum search. One of such search occurs when
the maximum accuracy is to be achieved within the defined
time or when minimum search time is realized compatible with-
in the specified accuracy of determining the extremum coordi-
nates.

It is proved that, under fairly general conditions, the
operation for determining gradient components which 1s opti-
mum amongst all the linear operations considered is a syn-
chronous detection of the form:

have several extrema, of which only the main unknown one is a

P
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where omuum the orthogonal search element of ideal plant in-
put coordinate.
F is an output wvalue of the plant including noise
affecting outputs and inputs.
T is the period of the lowest frequency search signal.

Search oscillations of continuous, pulse and compound forms
are compared. It is proved that with respect to the accuracy
of determination of the characteristic gradient of a multi-
dimensional plant within the specified time, the continuous
search oscillations and, particularly, harmonic oscillations,
are advantageous.

It is shown that in continuous search systems the peculiari-
ties of "comb"-type cannot give any false stationary points.

The search methods in the presence of several extrema are dis-
cussed. It is shown by means of rough estimations that the
compound search including the blind search of extrema areas
with motion along the gradient vector in these areas can give
a great improvement with respect to the total search time in
multidimensional systems.

DYNAMIC PROGRAMMING FOR DIRECT OPTIMIZATION
by professor Akira N om o t o (Japan)

Optimizing control is frequently achieved on the direct-zcting
scheme. Without preparing a model of the objective system a
priori, the system measures the return function or the response
surface as a direct outcome of the system. Search strategies
are performed to attain the optimum or the extremum condition.

This approach reguires smaller equipment complexity and
possesses self-adaptibility in respect of changes in the sy-
stem's characteristics as control action always starts from
direct measurement of the system.

It seems more realistic to build a system working on the
sequence of discrete-step actions, each consisting of the
model construction and the orientation to the optimum condi-
tion. In this sense, systems of direct optimization can be
regarded as multi-decision processes, involving successive
designs of experiments., To formulate the algorithm, the
notion of sequential decision or dynamic programming is uti-
lized. To begin with the simplest system where the return
function is completely lknown, basic functioneal equations are
deduced. In the actual strategy, the return function is esti-
mated only through extrapolation based on the design of ex-
periment. Several procedures of extrapolation are examined
in accordance with the seguential programme. If some lack of
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definition is introduced, the problem then becomes one involv-
ing stochastic decision processes. It seems necessary to
distinguish two kinds of indefiniteness in the estimation of
the return funetion, v.z., the indefiniteness of the function
itself and that of variables. For both cases functional
equations are deduced following the procedure of dynamic
programming in stochastic systems,

Afternoon session, April 26 - Chairman: Academician B.N.
Petrov (USSR)
Vice-Chairman; H. C h e 8 t -
nut (USA)
Secretary: professor C. P e - 3
n e s ¢ u (Roumania) Q

ON ADAPTIVE PREDICTION
by professor R.BE. K 2 1 m a n (USA)

During the past two years, a new approach was evolved by the
author (with R.3. Bu ¢ y , J. Basic Engr., 1961 and 1962) to
problems of least-squares curve fitting, regression analysis,
satellite orbit smoothing calculations, statistical predic-
tion and filtering, etc. These operations are performed by a
feedback system in which the element in the forward path is
viewed as a model of the stochastic process involved and the
feedback gain is inversely proportional to the information
contained in the data. Besides being a fundsmentally new
technigue in relation to the classical problems mentioned
above, this theory is of central importance in optimal control
theory as it supplies estimates of state variables which can-
not be measured directly.

The purpose of the paper is to report on new research results
concerning the above problems, Specifically, the following
topics are treated:

1) Real-time computation of the meansguare error in curve
fitting and its use for statistical decision-making.

2) Adaptive estimation of the signal and noise covariance
matrix and other statistical parameters by maximum likeli- g

hood methods.

3) Adaptive estimation of the information contents of the
signal source and automatic adjustment of the feedback in
the optimal filter.,

4) Discussion of experimental results concerning adaptive
filters operating on realistic stochastic processes,

AR

OPTIMAL CONTROL OF MULTIVARIARLE DYNAMIC PROCESSES
by professor J.G. Bal c hen and Dr. F. A a s m a (Norway)

The control law or strategy for optimal control of a multi-
variable linear process is derived on the basis of a perfor-
mance criterion of the form

24
H “tM@ ﬁmu.Hu at

where L is to be minimized fr maximized. The terms x and i
are independent and dependent process variables (vectors)
respectively. If g (x,y) is of gquadratic form, the strategy
turns out to be a linear system which can be achieved as a
combination of feedforward and feedback elements. The para-
meters of this strategy are dependent upon the assumed form
of the non-controllable process variables,

A simplified strategy (semidynamically optimal) is introduced
which does not depend upon the knowledge of non-controllable
variables and dynamic parameters of the process. The perfor-
mance of this strategy is compared with the exact one by means
of a frequency response plot revealing the essential charac-
teristics of both strategies.

HOMEOSTATIC CONTROL OF DYNAMIC SYSTEMS

byDr. L. Radanowv ic and professor R. Tomo v ie
(Yugoslavia)

The paper introduces a new approach to the adaptive control
of dynamic systems which stems from interesting ideas propos-
ed recently. As is known, the behaviour of a dynamic system.

unH = Un.u.. ﬁﬁo fg e ﬂ.ﬂv

is not only a function of time but also of a set of parame-

ters,
@RMQH-.W it [ PRy, 2

If an exact model of the dynamic system is available and if
both the model and the physical system are subject to the
same disturbance there will always exist a difference

Q +4Q = g, +Aq,

between the set of parameters which define the behaviour of
the mathematical model and the actual parameters of the real
system, Thus, important information about the behaviour of
dynamic systems can be derived from the sensitivity coeffi-
cients,

ool Phounwwu\muuw.
Modern sensitivity analysis of dynamic systems provides
methods of machine calculation of these sensitivity coeffi-
cients.
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The knowledge of sensitivity coefficients then allows for
analytical treatment of the influence of Aq_ on the solution
Ax, = Xy (ty Qg + B0, e Qp + 9@uv. The piper also considers
the inverse problem, i.e. given DNH, what is the set of para-
meter deviations Aq_ that cause the difference in system per-
formance. To solve “this inverse problem, a criterion for op-
timization of system performence must be assumed and the sen-
sivity coefficents u (t, ) known. Then the problem can be
reduced to the calculatio of components of a given vector
in functional space.

The knowledge of sensitivity coefficients enables the follow-

ing important problem to be solved analytically: Given the
permitted deviation between the performance of the real dyna-

mic system as compared to the mathematical model, calculate ,.g
parameter tolerances which can be considered as normal, By

applying modern computers it is thus possible to check defi-

nitely and in real time whether the set of parameter variations

AQ is within "pormal" limits, i.e.,within the specified or
permitted deviations in system performance.

Using this approach, the authors propose a new method of per-
formance control of dynamic systems., If, for instance the mal-
function of a system is caused by an "abnormal" wveriation of
one or more parameters, one can try to keep the overall per-
formance of the system within specified limits by abruptly
changing other, less critical, parameters outside their normal
limits. In this way, the adaptive control of dynamic systems
approachs the method in which homeostatic systems use discrete
variable changes to maintain the overall function.

This is the reason why the term homeostatic is used in the
title of the paper. Practical implementation of the problem
requireg the sensitivity coefficients to be known in parame-
tric space. In other words, in addition to senmsitivity coeffi-
cients as time variables, u (%, aou, it is necessary to calcu-
late

q
HH.D

u () = (a) 9% / A,

Computer methods for this calculation are given as well as

theoretical consideration of the feasibility of this approach G

for homeostatic control of nuclear reactors.

LEARNING MATRICES FOR BINARY AND NON-BINARY SIGNALS
by professor K. S t e i n b u ¢ h (Germany)

The purpose of a learning matrix is to learn a relation be-
tween a set of (binary or non-binary) signals and the meaning
of this set. By fulfilling this purpose the learning matrix
becomes a versatile component of self-adaptive systems. The
learning matrix as an electronic device combines "conditioned
connections" in such a way that different types of learning
processes can be achieved., The conditioned connections at the
intersections of the m rows and n columns of the matrix are

-9 -

subject to simple learning procedures, The set of binary or
non-binary signals (a pattern) forms the input to the matrix.
The output signals in binary form represent a certain meaning,
corresponding to the input pattern being presented to the ma-
trix.

The components of the input patterns are either binary or
Bnalog depending on whether the learning matrix deals with
binary or analog information. In the former case a particular
component ‘takes the value "1" if the corresponding signal is
present, otherwise it tekes the value "0". In the nopn-binary
case the components take any value between certain limits.

Two modes of operation of a learning matrix can be distinguish-
ed:

1) a learning mode during which certain patterns of signals
and at the same time the relevant meanings are applied to
the matrix in such a way that conditioned connections are
built up automatically,

2) a skilled mode during which the meaning of the output of
the device is determined by a maximum likelyhood detection
system for the pattern of signals applied. In the reverse
application, a certain meaning will cause a pattern of the
relevant signals as an output.

Accordingly, the following properties of the connecting ele-
ments can be postulated:

1) The connecting elements must be usable as storage elements
of analog information in a learning matrix for non-binary
signals,

2) In a learning matrix with binary inputs the connecting ele-
ments must be capable of binary storage,

3) The connecting elements have to be altered during the
learning mode,

4) The alteration should be reversible in certain cases.

These reguirements are partly met by various passive elements
such as certain chemical cells, the resistance of which can be
changed by electrical signals. Presently, however, the most
versatile elements are magnetic structural devices such as
ferromagnetic corse or transfluxors.

The learning matrix appears to be a very useful component in
large adaptive systems controlling large-scale processes such
as chemical reactions or rolling mills processes, where certain
environmental situations are coordinated with reactions of the
contrelling system,
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Morning session, April 27 - Chairmen: Dr. J.H. Mi 1 s um

(Canada)
Vice-Chairman: Dr. J. B en e ¥
(Czechoslovakia)
Secretary: Dr. C. Kes s ler
(Germany)

PROBLEMS OF STABILITY OF ADAPTIVE CONTROL SYSTEMS
by professor R. T a r j a n (Hungary)

The paper is a preliminary report of investigations started
recently concerning dynamic properties, especially the stabi-
lity of adaptive control systems (A-systems)., Since the dif-
ferential eguations of A-systems are sufficiently complicated
to preclude in most of the cases explicit integration, the
only general method of stability investigation is by Lia-
Punov 's direct method, To apply this, however, the im-
portant notions of equilibrium and stability of A-systems
must be clarified first.

An A-system in the narrow s ense is defined as a
control system in which the veetor p of the internal parame-
ters of an open-loop plant is controlled in a closed loop in
response 0 the changes of the internal or externsl environ-
ments exerting an influence on the output. An A-system in the
Eeneral sense is one having two closed feedback
loops, The main loop operates in the conventional way; the
adaptive nmmoonamuww loop operates in parallel with the main
loop on the internal parasmeters p of the main loop so as to
improve or to make possible the normal operation of the main
loop. The concept of adaptive control can be generalized to
that of an n-th order A-system. This is an A-system with n
A-loops, such that the K-th order A-loop is controlling direct-
ly the internal parameters of the (K-1)-th order loop and
through this indirectly all lower order loops, including the
main loop. An obvious analogy of the n-th order A-system is
that of the organization of the central nervous system.

A first order A-system can be described by a system of two
(instead of one) differential equations

t-¢ ﬁun.c.o_muu a

P = g (p,u,x)

where x denotes the vector of the state variable of the main
loop and p the vector of the internsl parameters of the main
loop, which are the state variables of the A-loop. As a con-
seguence, the trajectories, representing the motion of each
loop in their respective phase-spaces will depend on the
state variable of the other loop as a parameter. The A-syst
as a whole can be represented as the motion of a point anma

(X, p) in the intersection mw = X, of the phase-spaces
of the two loops.

e

ST =

The mﬂstWUcha point of wbﬂ A-system can then be defined as
m“

a point an.vmu ini=; where X, and p, are the solutions
of the two simultaneous equations

f (x,p) = 0

g (x,p) =0
for all t > t . The definition of the equilibrium permits a

straightforwaPd generalization of the definition of stabili-

ty, together with its different modifications, for A-systems.
In conclusion, it is conjectured that under suitable conditions
the parallels of L iapumnov 's theorem concerning stabi-
lity exist; these problems will be investigated in a subsequent
paper,

SOME RESEARCH WORK IN SELF-ADAPTIVE SYSTEMS IN THE
MASSACHUSETTS INSTITUTE OF TECHNOLOGY AERONAUTICAL
AND ASTRONAUTICAL ENGINEERING DEPARTMENT

by professor Y.T. L'i and Dr. P. Wh it akezr (USA)

Adaptive control may be classified according to the type of
desired system performance. For dynamic response one form of
desirable adaptability isdescribable by the system's tran-
sient response to a step input. Work along this line has been
conducted using the model reference technique. An early approach
involves the search of a set of optimum settings of the com-
pensating parameters to minimize a performance index in the
form of the weighted integral difference between the system
output and the output of an analogue model. The model has a
fixed desirable dynamic characteristic. In operation, both
the system and the model are subjected to similar test step
inputs, Some test results of this type of system in operation
are discussed.

In a later version a computer is introduced to convert the
performance index of the system into a rate of the

¢ hange of the performance index with respect to the ad-
Jjustment of the compensating parameters, The desired operating
condition for the system is defined as when this rate of change
of the performance index is zero. In this modified model-re-
ference adaptive system a nulling controller is used instead

of an optimalizing controller to make the adjustment of the
compensation parameters. For this reason searching action is
eliminated and a faster system is therefore achieved.

Another technigue for describing the adaptibility of system
dynamic characteristics utilizes the frequency response method,
Work along this line centers around the use of amplitude and
frequency-sensitive elements to make the adjustment of the
compensating control adaptive system. Analysis of the degree
of adaptability as well as the design method for this type of
adaptive systems are discussed.
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ON THE APPLICATION OF ADAPTIVE SYSTEMS TO THE AUTOMATION
OF THE DESIGN OF CONTROL SYSTEMS

by professor V.K, Chichinadzeand Dr. OLA. C h a r k-
v iamndi (USSR) translated into English by Dr. J. Bene¥

The paper deals with the problem of applying adaptive systems
to automatic synthetizing processes in control systems satis-
fying certain reguirements. An adaptive system has an extreme-
ly redundant structure the entropy of which tends to be a
maximum. Another characteristic feature of the system is that
there is no algorithm for the operation of the system and
searching is a random process. An adaptive system of this

kind can find relative optimal indexes of the complex process-
system irrespective whether the optimization function is con-
tinuous or discontinucus and irrespective of the number of ex- e
tremal points. The adaptive system can also find an absolute
maximum (minimum). However, the probability of obtaining the
latter is small,

Due to the memory unit incorporated in the system this probabi-
lity can be appreciably increased. Therefore in order to
achieve the synthesis of the system it is necessary to know
only those characteristics which the process and the control
system must have when operating jointly., As in an initial
period of its operation an adaptive system possesses almost

no information at all, its operation is apprecisbly different
from the directed search systems.

The synthesis of various control systems usually depends on
the fulfillment of certain given conditions which are deter-
mined by the required dynamic characteristics of the process,
These characteristics may include a periodicity and monotony
of transient processes, process control time, frequency and
amplitude of self-oscillations, etec.

4s it is known, the process of synthesis of a system can be
conditionally divided in two stages. The first stage consists
in determining the structure and parameters of automatic con-
trol devices., The second stage is the construction of the
system synthetized in the first stage. is & result, the struc-
tural diasgram yields a schematic diagram.

ec.mH.Hﬂmwbmﬂdo.mﬁwaUm@manmmwmswwﬁdwﬁm:&oam.ﬂ..onow«_uw é
synthesis of systems carried out using an electronic model of

an adaptive system designed in the Institute of Electronics,
Automation and Telemechznics of the Georgian Academy of

Sciences.

The problems of automation in synthetizing the plant eguation
or a certain portion of the system were solved using an ana-
logue model. The analogue is supplemented with the electronic
model of an adaptive system, After the model receives infor-
mation on the output of the controlled plant, it rearranges
its structure and parameters until the output value or any
other manipulated variable satisfy the preset dynamic requi-
rements. The output of the electronic model is summed with

wmmumHWdewwmmw@aﬂwﬂm. a closed loop: plant - adaptive system -
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The first part of the paper illustrates particular instances
of the synthesis of control systems designed for plants des-
cribed by linear differential equations. The results obtained
are compared with those obtained by calculating control sy-
stems designed for the same plants, these being performed by
skilled personnelwith the assistance of well-known frequency
techniques.

In the second part the suthors consider examples of the me-
chanical synthesis of control systems to be used in plants
described by non-linear equations. They also give the trans-
fer functions of these control systems which were determined
by the adaptive system using search procedures,

Afternoon session, April 27: Chairman: Mr. M. P 1 € gr in
(France)

Vice-Chairman: Dr, A. S t r a s -
z a k (Poland)

Secretary: Dr. R, 01 d e n -
bourg (Germany)

ANALYSIS OF OPTIMIZING CONTROL SYSTEMS USING FUNDAMENTAL
ADAPTATION CONCEPTS

by Dr. L. Pun (Switzerland)

Many expressions are used to describe recent advanced auto-
matic operations: prediction, extrapolation, optimization,
adaptation, learning etc. Confusion often arises on the sig-
nificance of these expressions, There is a need for a con-
sistent set of expressions and symbols to elucidate certain
control systems and also to permit suggestions for new
avenues of research,

The paper attempts to formulate such a set of expressiomsand
symbols, It is found that the basic structure of an automatic
control system is an adaptive structure and that optimization
qualifies various degrees of adaptation. Therefore, every
complex automatic control system can be analysed using this
point of view.

The paper has two parts. In part I, the basiec concepts of an
automatic adaptive system are first discussed. To design such
a system it is necessary to define clearly:

a) fundamental automatic operators: identifier, computer and
actuator;

b) fundamental adaptation guides: objective, performance in-
dex and computing policy.

The idea of optimization can be introduced easily by using these
fundamental concepts, Optimization exists whenever better auto-
matie operators are used, or more adequate adaptation guides

are adopted. Optimization corresponds therefore to an idea of
degree of adaptation. Symbolisms are thus necessary to re-
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present the adaptation and its various degrees. Successively
canonical forms, serial and parallel combinations, and a
general classification of adaptive structures are examined.
In part II, the following controls are analyized:

- Prediction control

- Learning model

- Minimization in the sense of Wiener-Hopf

- Corbin's method: one parameter adjusting optimization

- Gibson's method: two parameter gradient policy optimiza-
tion;

- Invariant control in a thermal plant multi-loop control;

- Kirchmayer's economic optimal static dispatching.

ozaﬁmﬂzcﬁawmomummHmzow"wo__amH@momEﬁu _Q
TIVE CONTRCL SYSTEMS

by professor G.8. P o s p e 1l ov (USSR), translated into
English by professor V. Broida

The author considers single-action automatic control systems,
the behaviour of which is essential in the interval 0< t< uH
and not important in the interval ﬂu. < t €oo . When informa-
tion on disturbances and parameters of the process is insuffi-
cient, it is necessary to design an asdaptive system.

In the paper there are two possible ways of designing a single-
action adaptive control systems, based respectively on conti-
nuous and on discrete control. With discrete control the aim
is achieved by a developed method of numerical integration of
differential equations.

The author introduces the concept of control resources and of
their optimal division into two parts. The first part permits
the achievement of optimum control, defined by variational
calculus, Pontriagin's or Bellman's methods. The second part
is intended to compensate disturbances and to preclude results
of variations and of the influence of process parameter fluc-
tuations.

APPLICATION OF ADAPTIVE FLIGHT CONTROL
by Dr. D.L. Me 1 1 e n (USA) G

The paper is a sequel entitled "Adaptive Flight Control" de-
livered by O.H. 8 h u ¢ k at the First International Congress
of TFAC in Moscow, “1960. The adaptive concepts presented by
S h u ¢ k have been developed further by a combination of
theoretical study, simulation and flight test. The resulting
adaptive concept as it is applied to automatic flight control
is described. In particular, the results of the development
flight tests of the MH-90X adaptive flight control system in
the supersonic FIOIA air plane are reviewed. The paper con-
cludes with a discussion of the problems of adaptive system
operation when faced with control system thresholds and rapid

command inputs.

==t

The adaptive flight control system developed for and recently
flight tested in the X-15 aero/space vehicle is described.
This system includes several unique features based upon the
adaptive concept such as automatic blending of aerodynamic
and reaction controls and redundant mechanization to obtain
extremely high reliability.

FOLLOW-UP CHARACTERISTICS OF OPTIMALIZING CONTROL
SYSTEMS USING DEVIATION TRANSPCOSE DETECTICON

by Dr. B. Kondo andDr. T. Suzukdi (Japan)

The system described is a kind of optimalizing control system
in which the partial derivatives of system output with each
input are measured by superimposing small rectangular sensing
signals on the inputs. From these values the amount of devia-
tion of each input from its optimum value is calculated and
each input is readjusted to its optimum value. In the ideal
case where the static characteristics of the system are para-
bolic and invariant for arbitrary shifting of the optimum
point, (if the dynamics of the system are ignored), the system
can be designed so that it is completely settled in the opti-
mum condition after only one test cycle. In general, however,
with successive repetition of the above-mentioned procedure,
each input approaches its optimum value.

In the paper, the system with a single input variable is dis-
cussed first. In this case, the system stability, the settling-
time and the follow-up characteristics, when the optimum point
is abruptly shifted, (which include the dynamic effects of the
linear input element) are considered. Next, for the system with
two input variables, the relation between the settling-time and
the interactions of input variables is obtained quantitatively,
and the gains of optimalizing loops necessary to make the sett-
ling-time a minimum are obtained by the root locus method in Z-
transforms,

However, it is shown that the most effective method for de-
creasing the settling-time is to remove the interactions be-
tween input wvariables, For this purpose some procedures are
proposed and compared from the viewpoint of settling-time.
Finally, a brief discussion on the integrating type of opti-
malizing systems with sinusoidal sensing signals is also given,

The results described in this paper hold, strictly speaking,
only for the particular systems described. However, the
follow-up characteristics of any other optimalizing system
which uses a trial and error method can be easily and at
least qualitatively evaluated by analogy with the results
given.
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session, April 28: Chairman: professor V. Br o i d a
(France)
Vice-Chairman: Dr, J. A s e 1 -
t1ine (USA)
Secretary: Dr. J.H. Fes tcot t
(UK)

PHYSTCAL AND LINGUISTIC EVOLUTION IN SELF-ORGANISING SYSTEMS
by Dr. Gordon P a s k (UK)

(1) The author reiterates the distinction, made by A s h -
b y , between systems and physical objects such as a network
of neuron-like elements or any other simulator of brain acti-
vity. For the present discussion a self-organising system is
an information structure which develops within such an assem-
bly. The author considers this process from the viewpoint of
a complete analogy (probably first pointed out by J.W.8.
Pringle ) between the evolution of such a self-organiz-
ing system, which is otherwise called "learning" and the
natural evolution of a species of organism,

(2) According to this analogy, the brainlike assembly is an
internal environment isomorphic with the natural environment
of an evolving species of organism. The author considers the
interaction between modes of activity in a self-organising
system and the internal environment in which the system is
developing (this relation is isomorphic with the interaction
between the behaviour of an organism and its habitat, which
may, of course, include a group of similar oammuumamw. There
are a couple of points of special interest:

a) In natural evolution there is a discontinuity at the stage
where members of the evolving species become capable of
appreciably modifying their surroundings. At this stage the
evolution of the species become autocatalytic. A comparable
discontinuity occurs in "learning",

b) The stability of macro-organisations amongst members of a
species of organism depends upon the development of language
systems which amongst other things, permit communication
between different generations. Once again there is an ana-
logous process amongst the evolving self-organising systems
which mediate learning in the assembly. At this level, how-

ever, the process is "concept" learning and implies the deve-
lopment of an hierarchical information structure in which the

different levels are characterized by metalanguages of in-
creasing order. In either case (species of organism or the
self-organising systems) the linguistic structure is needed
in order %o maintain stability in an increasingly elaborate
structure, and, in this sense, is a consequence of the basic
evolutionary process.

(3) A significant feature of this field of study is that the

same informational pattern is repeated at many different levels.

Thus the author has argued that evolution (in the present, or-
ganisational, sense) is a process that occurs amongst informa-

v
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tion structure in brains or networks and amongst organisms in
the real world. Egually of course, it occurs at an intermediate
level in the development of the individual organism and, in
particular, the maturation of its brain. Further, there is
interaction between these differently embodied evolutionary
brocesses. Learning occurs, in physical fact, in the internal
environment provided by the brain of some organism, The learn-
ing process determines the organisms behaviour, which in turn,
places organisms with certain forms of brain at a selective
advantage. Similarly, the genetic constraints of the success—
ful variants modify the inferactions which occur in the course
of maturation.

At a purely descriptive level, this repetitious macrostructure
helps tio reconcile the position adopted on the one hand, by
exponents of random networks such as Rosenblat's Perceptron,
and, on the other hand, by neurophysiologists such as Sperry,
and students of artificial intelligence such as Minsky and
Selfridge, for it indicates where we should look for the con-
straints in a real brain, and where we should build order
rather than randomness into a brain simaulator.

(4) However, this macrostructure appears to have more profound
implications which have not yet been adequately considered.
Briefly, if a subsystem evolves that is capable of interpret-
ing messages in its environment, the existence of this kind

of macrostructure guarantees unlimited extension,

(5) The author illustrates this point, with reference to bio-
logical memory in such a system, arguing:

a) that because a brain is a physical system that is closely
coupled to an organism and its environment, the occurence
of any real event will necessarily be represented by an in-
definite number of different kinds of adaptation (such as
molecular changes, biochemical changes and changes in neu-
ral activity).

b) It can be shown that a self-orgenizing system is at any
moment capable of interpreting some memories, or some re-
presentations, of this event dem& is, it will behave as an
abstractive filter with these representations as its input).

¢) In particular, such a mechanism can evolve within the brain
itself. Indeed, this is the argument of (2) and (3). Thus,

d) the suthor argues that "memory" is a matter of "coding"
rather than capacity, If the evolutionary system develops
indefinitely as in (3) and (2) an increasing number of dif-
ferent physical representations of any previous occurence
will become intelligible to it.

6) Discussion of evidence for biological plausibility of this
cybernetic hypothesis.

7) Discussion of the realisation of such a mechanism in dif-
ferent fabrics and its relevance to devices such as J.D,
Crane 's Neuristor networks and some assemblies developed
at von Foerster 's department.
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(8) The first part of this discussion bearing upon the basic
evolutionary concept is illustrated by a model that has been The inventory control system deseribed in the paper has
programmed, and some experiments are described. roughly the following features:
(M) O0Orders recedived mnay come in at any time
, A STATISTICAL, THEORY OF SYSTEM ADAPTATION BY FEEDBACK but they are serviced only at regular time intervals dA,
by professor R. ¥, Dren i c k (USA) ty...t, and are thus transformed into discrete ord e r
; re uests .,
A statistical formulation is given of a general control prob- 4 ) 4 :
lem. In this formulation, a plant, which may be perturbed by (2) A shipping policy element receives
environmental effects and noise, is required to generate an these order requests, as well as the difference (stock at
output which differs as little as possible on the average from the moment t, - order requests) and determines according-
an input. It is desired to supplement the plant with auxiliary ly the orders to be actually shipped.
devices which compensate for the disturbances and achieve the .
best possible performance, In the paper, it is first pointed . (3) A stock policy element receives the
. difference (stock at the moment t_ - orders actually
out that the control problem thus formulated differs from the ghipped), Tt determine ccordind to stored logi T
central problem of information theory only in the constraints ppec). g CERRTOLIY BREas BaC Tulas:
which are imposed on the choise of these auxiliary devices, - the way in which obsolete stock is removed
A particular set of constraints leads to a rather general form — the actual stock at the moment, t , a f t e r
| of linear or nonlinear feedback control. Conditions are given shipping and eventual stock 8mEo4MH.
| under which optimum feedback loops exist. A criterion is - 4 1
f suggested under which such loops might be properly called (4) A comp utation element - storing logic
| adaptation loops and conditions are advanced which ensure rules - receives (Jjust as the shipping policy element (2))
m that the loops have the requisite property. the difference (stock at the moment t,», before

_ shipping and eventual stock removal - order requests). It
computes a smoothing factor and determines

| ADAPTIVE INFORMATION PROCESSING whether the latter has to take normal "running" values or -
g | San
by professor Sheldon 8. C h an g (USA) ) Hﬂdomwm OM mamﬂmwunw mmuMM dwwﬁmm. ”
: : ctual order requests are, erefore, properly smoothed
The papers describes a compubter program for interpolation, in- ¥ P 3
tegration and differentiation of a function f(x) which is un- geeprding vo tRus reuuired aucothang polioy.
known except at sampling points. The program yields automati- (6) The smoothed statistical data thus obtained is used as a
cally the formula to be used so that the processed result is basis for predicting an estimate of stock required at the
the most likely one amongst all possible ones. The expected moment t  + 1, when the next set of order requests will be
error is also given. issued.
| The program is based on the statistical decision theory with (7) This estimated stock at the moment t_ 4 1s compared with
the assumption that f(x) has a power spectrum which may or may the stock at the moment t_ (before mmwvkum and eventual
" not be known. In the special case that there is no error at stock removal) in an o r m er policy element
| sampling points and the power spectrum is band-limited, the which is also influenced by a safety factor. This order
general formula for interpolation is reduced to a cardinal policy element determines, therefore, the re qu e s t e d
| data hold, and the general expression for expected error is e ; st ock increment during the time period
7 reduced to a statement of Shanon's sampling theorem, ﬂu o4 du.
_ () A 1lead time element (probability of
ADAPTIVE FEATURES OF AN INVENTORY CONTROL PRCCESS rece Mud ing actually the requested stock
increment) transforms this requested stock increment into
| by Harold Ches tnut (USA) Btock expected to be sactually re-
The paper relates to an example of stock inventory control in ¢ceived during the time period t, _ , - t,.
a manufacturing plant. Although the corresponding system was l
designed by individuals who had no particular automatic con- (9) The addition of this stock expected to be received during
trol training, this system contains a number of adaptive con- the time period &, . 4 - wu to the stock ac¢c tually

trol features which contribute to its effectiveness.
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eXxX1isting at the moment t , a f t e r shipping
and eventual stock removal Q.pmu.mmm by the stock policy
element (3)) gives the statistical stock at the moment

nb . This information is then used, for the next time
bmuwomu as a partial input in elements (2), (3), (4), and
(7) and so on,

The paper gives detailed block diagrams of the system out-
lined above and stresses its adaptive control features.

CLOSING REMARES ON THE SYMPOSIUM IN ROME

Closing speeches were held by academician B.N. Pe t r o v
(USSR), Chairman of the IFAC Committee on Theory, by professor
Ed. Gerecke (Switzerland),President of IFAC, and by
professor A. Marino mHaquo.

All papers were followed by very lively nwmopmmwowm in which
the majority of the &5 participants of this Symposium took
part. The participants from 17 countries were invited by the
IFAC Technical Committee on Theory and the Commissione Ita-
liana per l'automazione. This Symposium was voted a great
success,

The Proceedings of the Symposium will be published both in
English and in Russian versions in autumn 1962 by the In-
strument Society of America (as a special issue of its Trans-
actions on Automatic Control) and by the Institute of Auto-
matics and Telemechanics of the USSR Academy of Sciences re-
spectively.

1%
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NEWS FROM NATIONAL MEMBERS

Roumania

Recently new elections have taken place in order to nominate
the members of the Commission of Automation of the R.P,R.
Academy of Sciences. The Commission is one of the founder
members of IFAC. The activity of the Commission covers the
following areas:

- scientific coordination of automation research. Initiating
and organizing studies and inquiries in new fields of
automation,

- recommendations connected with the development of indu-
strial automatization in the Roumanian People's Republic,

- organization of scientific events on these problems
(sessions, conferences, lectures),

- initiating and directing measures to be adopted to raise
the level of gualification amongst specialists in suto—
mation,

~ studies of terminology, standardization etc. concerning
automation.

The president of the Commission is Academicisn Gr. C.
Moisil , member of the Executive Council of IFAC;
the scientific secretary is Mr, I. P a pPadaehe ",
head of the Section of Automatics and Telemechanics of the
Institute of Electro-technical Research,

The address of the Commission is: R.P.R. Academ , Commission
of Automation, Calea Victoriei 125, Bucarest,

W P usa

BErrata:

We published, in Bulletin no. 12 (page 5), a list of officers,
delegates, alternates and Committee Chairmen of the American
Automatic Control Council with an error for which we apolo-
gize. The name of the delegate of the A,I.E.E, (American
Institute of Electrical Engineers) is Louis F. K a z d a and
not Rowland G. L e x , Jr.
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WORLDWIDE AUTOMATIC CONTROL

International Events
IMEKO

Two International Measurement Conferences were held in 1958 and
in 1961 in Budapest (see” Bulletins no. 8, pp. 67-68, no. 9, pp.
8-9, no, 10, pp. 18-19 and no. 11 pp. 14-16). The Permanent In-
ternational Preparatory Committee of the IMEKO Conferences
held a 4 day session on the 2nd March, 1962 in Budapest. Its
task was to adopt scientific principles and to take the first
organizational steps for the third IMEKQ Conference to be

beld in 1964. Thirty scientists and specialists from 16 coun-
tries, 13 of them officially representing technical societies,
took part in the Session.

The International Preparatory Committee accepted British, Ja-
panese and Ttalian Societies as new members increasing the
number of lMember Organizations to 13.

The Committee accepted the invitation of the Swedish Member
Organization (The Royal Swedish Academy of Bngineering Scien-
ces) to arrange the next International Measurement Conference
in Stockholm in April 1964. It was agreed, that IMEKO 1964 be
organized jointly with the traditional Swedish I and M Confe-
rence.

After analysing the returns of guestionnaires issued to IMEKO
1961 participants, the Committee laid down detailed princip-
les for its futurework. It was decided, that the scientific
programme would include approximately 120 lectures from all
important fields of measurement.

Delegates were presented by their host, the Hungarian Scienti-
fic Society for Measurement and Automation, with the newly
published 5 volumes of ACTA IMEKQ 1961, which will become
m#mwwmwww in the near future (see our note under "Publica-
tions").

INTERNATIONAL SYMPOSIUM ON THE APPLICATION
OF AUTOMATIC CONTROL IN PROSTHETICS DESIGN

As already announced in our Bulletin No. 12 (page 9), this
Symposium, which is being organized by the Yugoslav Committee
for Electronics and Automation, will take place in Opatija
from 27 August to 1 September, 1962.

0
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To date the following papers have been definitely accepted
for presentation: '

(1) H. Groth and J. Lyman (Biotechnology Labora-
tory, University of California, Los Angeles, USA):
Electrical and Mechanical Properties of New Body Control
Sites for Externally Powered Arm Prostheses.

(2) B. Groth and J. Lyman : Practical Transducer
Froblems for Electro-Mechanical Control of Prostheses.

(3) A, Nightingale (Physics Laboratory, St.Thomas'
Hospital, London): Myo-Electric Control of Artificial
Muscles.

(4) R. Tomo vic (University of Belgrade and Institute
for Electronics and Automation "Mihajlo PUPIN",Belgrade):
The Role of Automatic Control in Prosthetics.

(5) M. Rakic (University of Belgrade and Institute for
Electronics and Automation "Mihajlo PUPIN",Belgrade):
Design of a Hand Prosthesis with Automatic Control.

(6) B. Z o t o v iec (Institute for Orthopaedic Prosthe-
tics, Belgrade): Medical Aspects of a Hand Prosthesis
with Automatic Control.

(7) 8. Barabaschdi (Nuclear Research Center,
Casaccia, Italy): Remote Handling Problems in Nuclear
Plants and Laboratories.

(8) 8. Barabaschi, B, Cammarata, C.
Mo 0000 X oy B PR e c 155 B, B'OH 6 8 @
1 i a (Nuclear Research Center, Casaccia, Italy): An
Electronically Controlled Servo-Manipulator.

Final titles are still awaited from:

-Kobrinskii, Institute for Theory of Machines,
Moscow.

-J. Reswick, Director, Engineering Design Center,
Case Institute of Technology, USA.

- L. Gil1ldis , Queen Mary's Hospital, England.

The discussion will cover engineering, medical and applica-
tion aspects of the introductory papers. The working langua-
ges will be English and Russian.

All correspondence concerning the Symposium should be address-
ed to

Yugoslav Committee for E T A N

Terazije 23, Belgrade, Yugoslavia.



Austria

The following legtures have been given in Vienna under the
auspices of the O.A.A. (Oesterreichischer ArbeitsausschuB fiir
Automatisierung - Austrian Committee for Automatization):

On March 15, 1962 - "Economical and technical considerations
for punched-tape control of machine-tools”
by B, B tmetezel.

On April 5, 1962 - "The progress of life sciences as a tech-
nical problem™ by W. Wieser.
On May 17, 1962 - "Some automatization trends in the USSR"

by W. Frank munm..awﬁmnwwmmé

Canada
SEMINAR ON CONTROL THEORY

A summer seminar on Control Theory is to be held at MeGill
University, Montreal, in September, 1962. The theme of the se-
minar is Optimal Control Systems and the keynote address en-
titled "Applicability of New Theories" is to be given by Dr.
Jd. Ham, Chairman of the National Research Council Associ-
ate Committee on Automatic Control. Papers are to be presented
on such topics as the phase-space concept, multivariability,
hill climbing and computer control. The seminar will terminate
with a panel session,K devoted to the control problems of the
practising engineer.

France

SYMFPOSTUM ON MODERN COMPUTING TECHNIQUES
AND INDUSTRIAT AUTOMATIC CONTROL

We have already announced in Bulletin No. 11 (page 20) this
Symposium held since in Paris on May 28-3%0, 1962, e

Amongst the papers read at this Symposium we list the follow-
ing:

BB e g M08, Diwve, Puppondi : Utilisa-
tion de calculateurs dans les centrales nucldaires; premiers

resultats et perspectives d'avenir. (Use of computers in nu-
clear power stations; first results and future prospects).

Ambrosini, CCirpol1ll-4inae , Hathis :
Automatic Control of an orgenic-moderated prototype nuclear
power plant.
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G BRSNS 7D gup gre ey Theodore : Conduite automa-
tigue d'une centrale thermique par calculateur numérigue in-
dustriel (Thermal power station digital computer control).

Lebel, Bouchard: Larégulation fonctionnelle
multiplexée: application & la régulation d'un générateur de
vapeur de centrale thermique (Multiplex functional control:
w@wpwomﬁnob to the thermal power station steam generator con-
trol).

Cassagne : Les calculateurs analogiques & courant con-
tinu & échelle de temps réel inclus dans des boucles de régu-
lation et de contrfle (On-line direct-current real-time ana-
log computers).

Auricoste: Application de calculateurs numérigues
spécialisés a la commande numérique de machines-outilsj uti-
lisation de centres de calcul pour la préparation des pro-
grammes (Application of specialized digital computers to ma-
chine-tool digital control; utilisstion of computation cen-
tres for programme preparation).

Cariou: Présentation d'un langage symbolique AUTO-
PROMPT facilitant la préparation des ordres d'usinage sur les
machines-outils & commande numérique (Presentation of an AU-
TOPROMPT symbolic language facilitating machining order pre-
paration on digitally-controlled machine-tools).

Csech: Quelgues probldmes de calcul rencontres dans 1'
automatisation de machines-outils (Some computing problems
in machine-tool automatization).

Bernard, Deleglise: Lerdleet 1l'utilisa-
tion des calculateurs dans 1l'automatisation des unites sidérur-
mwnﬁomuﬁewo role and use of computers in steelwork automati-
zation).

Versini: Quelques applications du calcul analogigue
et du calcul numérique dans 1'étude et la réalisation des
systémes de conduite de processus industriels (Some analog
and digital computing applications in industrial process con-
trol design and achievement).

Carpentier y, Sdroux: Optimalisation de la
production d'énergie électrique & 1l'aide d'un calculateur nu-
mérique; probldmes theorigues et implantation d'un calcula-
teur au "dispatching" national de 1'E.D.F. (Electric power
production optimization by digital computer; theoretical
problems and introduction of a computer into the Electricité
de France national dispatching).

Delafontaine : Note sur la régulation intrinsdque
(Note on intrinsic control).

Lermoyez : Programme généralisé d'optimalisation de
processus industriel & 1'aide d'un ordinateur; application &
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une unité de fabrication d'éthyléne (Generalized programme
of industrial process optimization by computer; application
to an ethylene production unit).

Uffler: Les applications des procédés de calcul ANALAC
au calcul universel et a la commande automatique (ANALAC com-
puting method applications to universal computation and auto-
matic control).

Honoré: Le traitement des probldmes d'optimalisation
par les procédés de calcul ANATAC (Optimizing problem process-
ing by ANALAC computing methods).

Bourget: Optimalisation de la conduite des processus

de raffinage au moyen de calculatrices numériques électroni-

ques et d'appareils d'analyse en continuj; étude de rentabili-
té (Refining process control optimization by electronic digi-
tal computers and stream analyzers; cost investigation).

Bosset : Utilisation des calculateurs bnsmawnnmm en comn-
trble économique; méthodes de calcul et applications (Digital
computer utilization in economical supervision; computing
methods and applications).

Mrs. Gaudfernau: Le calcul mﬁdoamww@ﬂm\ﬁdwwwmm
pour le contrdle des mmﬁwhmﬂmﬂ&m automatigues de reduction de
données (Automatic computing used for checking automatic da-
ta reduction m@ﬁwbamuww.

Prades : ILanotion de logique mﬁﬂmmwmdummm son emploi
dans la réalisation de calculateurs numériques industriels
(The notion of recorded logics; its use in designing indu-
strial digital computers).

M a s on : Applicetions of the UNE, a hybrid computer ele-
ment.

Marret : Description et rfle de 1'interruption de pro-
gramme dans les calculateurs d'automatisme (Description and
role of programme interrupt in control computers).

C ecpopaisecils Baudeladixre : Applications des cal-
culateurs numériques au contrble automatigue de qualité et 2
la papeterie (Digital computer applications to quality con-
trol and Ho paper mills).

Details on the availability of these papers can be obtained
from A FRA , 19, Rue Blanche, Paris 9 .

- B -

Germany

V.D.I. ANNUAL ENGINEERING MEETING 1962

The VEREIN DEUTSCHER INGENIEURE (V.D.I.) has held its bi-annu-
al Meeting 1962 on May 24-26 at Karlsruhe, The following pa-
pers in the field of Aubomatic Control and especially of the
representation by signal flow diagrams were read:

E. Krochmamnmn: Grundlagen und Mdglichkeiten der Dar-
stellung der Struktur vonVorgidngen in Signalflussbildern
(Fundamentals and possibilities of representing operation
structures in signal flow diagrams).

R. Oetker: Das Strukturbild aus der Regelungstechnik
als Arbeitsmittel des Ingenieurs (The Automatic Control Struc-
ture diagrem as a working means for engineers).

W. G4l odi: BStrukturbilder von Automobil-Federungssyste-
men und ihre Behandlung am Analogrechner (mit Vorfiihrung am
Analogrechner) (Structure diagrams of motor-car suspension
systems and their processing on analog compubers).

BEd. Ge rec ke : BSignalflussbilder im Hochschulunter-
richt (S8ignal flow diagrams in Technical University teaching).
K. Peus ter: Darstellung des Verhaltens von Kernreak-
toren mit Hilfe von Signalflussbildern (Representation of nuc-
lear reactor behaviour by means of signal flow diagrams).

G. Vafiaddis : Aufbau und Deutung des Signalflussbil-
des (Construction and Interpretation of signal flow diagrams).

These papers amongst others will be published in the VDI-Zeit-
schrift.

ltaly

ITATTAN CONGRESS ON INSTRUMENTATION AND AUTOMATION
November 1962

Under the auspices of the Italian National Research Council
this Congress will be held in the premises of the Milan Trade
Fair from November 22nd to 27th, 1962.

Papers will be presented on the theory and applications of au-
tomation and instrumentation in the nuclear, mechanical, elec—
tro-technical, chemical and metallurgical industries; automat-
ic data processing and information handling will also be dis-
cussed. Papers are invited, which must be received before 3lst
August, 1962. The Congress. fee is 5,000 It.Lire, authors ex-
empt. Further information may be obtained from Dr. Antonio
Barbieri, Via Marcona, 15 Milan, Italy.



In November 1961, a Scientific Session of
REPORTS ON PROBLEMS OF AUTOMATION 1961

was held in Bucarest. It.was organized by the Commission of
Automation of the R.P.R. Academy.

In the course of the opening session the following papers
have been presented:

T. Popoviciu: The Conservation of the rate of con-
vexity of a function, through interpolation. @ _.
E, Balasg and LP. Ivanescu: Problems of trans-

port with nonhomogeneous production. .

V. T oma : Comparative study of electronic devices CIFA Ly
CIFA 2 and CIFA 3,

C. Penemsngecw;:
systems.

L. Livovskdi: Determination of the minimum number of
states of a finite automaton.

8, Behachtier, R Valent, N.Costake:
Remarks regarding the adoption of unified systems for industri-
al automatic control in R.P.R.

B.Herscovied, M. Calusgita, W.Wroigs.
man, L.Nica, I.Marcut : Electropneumatic uni-
fied system for automatic control of industrial processes.

G, We inpileh , I.Mibhadllensneon, €. Nagoi-
ta, I.D. Landau: Constructive achievement of trans-
Hmwmuunmn blocks in the unified system of control of electric

actions,

M. Duma, M.S8teiner, D.Negreanu,

L. Vilkov, O.Bineca, M.Dumitrescau,
V. Ne agu: Complex telemechanical system for objects

scattered at small distances, with application to derricks
in 0il pumping.

Remarks on Complex Automation of energy

“ e

REPORTS ON PROBLEMS OF AUTOMATION 1962

The Commission of Automation of the R.P.R. Academy is organiz-
ing for the 4-6th October 1962 the next annual session of re-
ports noﬂnwﬂbpumnmcwoamwvoﬂ. Amongst the toplcs to be covered
are automatic linear and non-linear systems, d&mﬁ%ﬂovw ms of

finite automatons, adaptive systems, wbmwom-mbn. compu-
ters, technical cybernetics, mathematical linguistics, tele-
mechanics etc. .... A presentation of economical problems con-
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cerning automation is also planned. On applications the papers
will refer to components of aubtomatic systems and to special
industrial applications.

Further information may be obtained from the Commission of
Automation, R.P.R. Academy, Bucarest, Calea Victoriei 125.

Switzerland
13TH SYMPOSIUM OF ASSPA

The 15th Symposium of the Bwiss Association for Automatic Con-
trol (Association Suisse pour 1'Automatique) will be held in
Basle on October 17-19, 1962. The two first days will be de-
voted to the general topic:

Electroniec metbthods of auto-
matie an:a, digdtael measure -
ments foes wel g hiln gy .0 0unt =
Epn gy rproporstiondingy chesk iag
arpid itokve d et canpp lod ¢atl oon 8 imn

¢ h emiicetoruyiy

with the following papers:

Bd. Gerecke : Die Begriffe der Automatik in Anwendung
auf die Messvorginge (The definitions of Automatic Control
applied to measuring operations).

O. Winkler : BStand der Anwendung der elektrischen MeB-
technik in der chemischen Industrie (Status of the use of elec-
tro measuring techniques in the chemical industry).

Emanuel : Aubomatisches, elektronisches Wégen und Dosie-
ren (Automatic electronic weighing and proportioning).

E. Grunder: Automatische Waagen (Automatic scales).

Metzger: Digitale Erfassung von Messwerten (Digital
processing of measured values).

F. Raufenbarth: Einheitsstromsystem - Rechenschal-
tungen in der chemischen Industrie, ihre Methoden und Gerite
(Btandardized current system. Computing circuits in the chemi-
cal industry, their methods and devices).

Sannerr: Mengen- und DurchfluBmessungen in der Chemie
(Quantity and flow measurements in chemistry).

C. v. Hasel: lless- und Regelgerite fiir mechanische
mumwwwu (lleasuring and control devices for mechanical varia-
bles).

R. Zau
Industrie

g e r : Viskositdtsmessung und -regelung in der
Viscosity measurement and control in the industry).
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Miller-Barbieri: Messung und Regelung der
Feuchtigkeit und des Flachengewichtes von Papier (lMeasurement
and control of paper moisture and weight per surface unity).

R.G. Bischof: Automatische Steuerungen mit Lochkarten
fiir Mischprozesse im Chargenverfahren (Automatie Controls
suww‘wsuonn cards for blending processes in lading opera-
tions).

H. Engelhardt : Neuere Methoden der automatischen
Gasanalyse (Modern methods of automatic gas analysis).

The third day will be devoted to:

MmemHomme&Hobm
in Automatiec Controld L-g

with the following papers:

Bd. Gerecke : Introduction

M. Hamza : The chronological development of optimum and
selfadjusting systems,

D. L ips : Uebersicht iiber die Optimierung von Regelungs-
systemen (Review of control system optimization).

@. Pun : Analyse des m%mamﬁmm de commandes optimalisants
a 1'aide de conceptes fondamentaux de 1'adaptation (Analysis
of owwwawwwum control systems by fundamental adaptive con-
cepts).

5. Mitter: Quantifizierte Abtastsysteme fiir Regelun-
gen mit Digitalrechnern (Quantized sampled systems for digi-
tal computer control).

U.A. Coxr %t i : Uebersicht iiber die Probleme der Bionik
(Biologie und Elektronik) (Review of bionics-biology and
electronics-problems).

SEMINAR ON AUTOMATION IN SMALL AND AVERAGE INDUSTRIES

the following papers:

R.de Groot ;L.J. Perrin: Advantages of automa-
tion in small and average industries.

R.de Groot ; L.J. Perrin: How to automate at
low cost.

A.B. B1loesch: Automation in current life.

R. de G root : Introduction to the Joint Industry Commit-
tee standards.

E. Blasi: Micro-switches.

This seminar was held at Neuchatel on April 24-28, 1962 with Q
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F.8c hdublin: Automatic machines built from stan-
dard elements.

Fo.Liechti: How to install an air pressure network.

The papers will be published in a special issue of the »Bulle-
tin Technique de la Suisse Romande™.

ACTIVITIES OF THE GENEVA SECTION OF ASSPA

The lectures provided for 1962-1963 will be devoted to the
general topic:

opt imizdng
and means
with the following chapters:

Principles of automatic adaptive and optimizing methods,
Analysis methods for the design of adaptive systems,
Digital methods for processing optimizing problems,
Industrial examples of optimization applications.

United Kingdom
PRODUCTION EXHIBITION

On the opening day of the Production Exhibition at Olympia on
20th April, the Conference Sessions included a meeting spon-
sored by B.C.A.C.. W.J. K e a s e gave a Paper on Date Pro-
cessing and the Computer in Production Control. This meeting
was under the Chairmanship of Sir Walter Puc ke y , B.C.
A.C.'s Chairman.

INSTITUTION OF MINING ENGINEERS

4th July, 1962 at the Manchester College of Science and Tech-
nology. Wo.do A dc ock and B.I, M e tcalf*f:
Application of Electronics and Mining.

THE BRITISH INSTITUTION OF RADIO ENGINEERS

16th - 20th April 1963. Convention on Electronics and Produc-
tivity at University of Southampton.



USA

The annual Joint Automatic Control Conference
June 27-29, 1962,

THE 1962 JOINT AUTOMATIC CONTROL CONFERENCE

University Heights,
the Conference were:

AT

took place on
on the campus of New York University at

New York City. Bocieties participating in
responsible for this

A.I.E.E., which was
year's meeting, AIChE, ASME, IRE and ISA.

It included a plena~

ry session; 19 technical sessions, workshops, and panel dis-
cussions.,

A bound volume containing

ner , Assistant Secreta
stitute of Electrical En

17.
The papers are the following:

- Report of American Automatic Control Council on Status of
Ward, (Massa-

Control Research in the U.S,A., by J.E.
chussets Institute of Technology).

Keynote Addresses:

B
t

ronpntiers
ie Contro

Defense and Industrial Systems by J.R.
Biological Control Systems by Dr. W.R.

sity of Illinois).

ptimum Co

Automatic Optimizin

H. Chestnu
nes

An Application of Functional Anal

Problem, by G. M.

Hill elimbing Methods for the Optimi

of Integrated

|

n 6. el 1

Karlachg 8ty

P. B,

Noise Disturbed Systems, by H. J.

coln Laboratory).

onlinear

Systems

A Generalized Mathematical Theo

tain Class of Nonl
Systems, by A. Y.
sity of Michigan).

Bdlad

A 2

Guigna-Bodet .
zation of Multiparameter
Kushner (MIP, Lin-

o.0.r e
shby

L

complete copies of all papers pre-
sented is available, at a price of @ 15, from: Mr. R.8. G a r d -
ry, Technical Activities, American In-
gineers, 345 East 47th Street, New York

Autonma-

(Univer-

g of Poorly Defined Processes, Part 1,by

ty B.B. Dnersch, W, M. Gai-

ysis to the Optimal Control

Bast ANsth ik,
Dynamic Programming: Cumulative Errors in the Evaluation of
an Optimal Control Seguence, by J.

ry for the Analysis of a cer-
inear Time Varying Multiple Loop Feedback

L.

F,

Kazda

(Univer-
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- On the Application of Zubov Method for Construction of Lia-
punov's Functions for Nonlinear Autonomous Systems, by G.P.
S8z ego (Purdue University).

- Lagrange Stability of Nonlinear Feedback Systems, by Z.V.
Rekasius (Purdue University).

- A Technique for the Synthesis of Linear Nonstationary Feed-
back Systems. Part 1: The Approximation Problem, by A.R.
St w bid e 8w dsy

Adaptiwve Control 1

- Multivariable Adaptive Control System, by N. N. Pur i ,

Muamxmp Institute of Technology), C. N. Weygandt ,
University of Pennsylvania).

- Use of Generalized Dynamic Model with Adaptation for Optimi-
zing Control of a Continuous Process, by J. W. Bermar dy
I. e £k owdit 2z (Case Institute of Technology).

- An Approach to Self-Adaptive Control Based on the Use of
Time Moments and a Model Reference, by M., L. M o e s G d,
Murphy (Northwestern University).

Pexrformamnec.e Measures 1

- Introductory Talk-Problems of Systems Measurement by J. D.
Cowan (Ohio State University).

- Multiloop Control System Study of a Gas Turbine Compressor
andPower Unit. Part II: Experimental Investigation, by J.R.
SRR 100G dkTC SR gle 6517 1y

- Application of Multiple Regression Analysis to Measurement
of Time-Varying Dynamic Systems, by J.I. El k in d , D.

M. Green, B. A, Btarr.

~ Techniques for Identification of Linear and Linear Time-Vary-
ing Processes, by K. A, Bishop, C.M. Sliepce-
v iech (Dept. of Chemical Engineering), T. M. Pucke t t
(Dept. of Electrical Engineering, Oklahoma University).

- An Extension of the Nyquist-Barkhausen Stability Criterion
to linear, Lumped-Parameter Systems with Time-Varying Ele-
ments, by J. J. Bongiormno , Jr. (Polytechnic Insti-
tute of Brooklyn).

Performance Measurements

Panelists:

J. Zaborszky,J.E. Gibson,

Detlee Mic Ru e ¢ ‘Buds BR1L 1 e 2%
Control Oomputer Availability:

Tt a Seleidrija - n'dF i pd e i b 4 on

Panelists:

P WSl Dd amEa; W Gadixes,

Wm, Summers, J.V. Werme.
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ro0ocCes8s

(Kansas State University).

Freguency Response of Tubular Flow Systems, by Liang-tseng

Fan,

Transient and Steady State Sized Distributions in Continu-
ous Mixed Suspension Crystallizers, by M. A.

A. D.

Frequency and Time Domain Approaches to Limit Cyecle Ampli-

tude Dynamics, by W. E. Vandervelde (MIT),

Dynamies

Dynamics of Liquid-Solid Fluidized Bed Expansion by Liang-
tseng Fan, by J. A.

Schmitiz,

E. N.

Yong-Xee (Konsas State University).

Randolph (Towa SBtate University).

A. Gel b

tate Space T e

c h
il s L Sy
Introduction to State Space Concepts, by L. A.

(University of California)

Application of State Space Techniques to Linear Systems,by

C. A.

o S

q

ues

s tems 1

Miller

Larson

ot S Cletn < L-w -'

De soexr (University of California).
Froblem solving session.

ol Lim o S0 e n o 1

The Optimal Control of Some Attitude Control Systems for

iT

Different Performance Criteria by I.
H. Marbach (Stanford University).

On Some Approximation Techniques in Solving Optimization

Problems in Control Systems by .
California).

The Dodco Optimal Control System - A Critical Evaluation,
Schuler (Cornell

by E.

G. Rynaski,

Aeronautical Laboratory).

The Design of Optimum Controllers for Linear Processes with

Energy Limitations, by B.

o m.l-d

A New Dual-Input Describing Function and an Application to
the Stability of Forced Nonlinear Systems by J. B.

g0%8 ,

The Frequency Responses and Jump Resonance Phenomena of Non—
linear Feedback Control Systems by H.

(Tohoku

The Dynami¢ Input-Output Analysis of Limit Cycling Control

Systems

J. M.

Ao ki (University of

F 1 i

F.p:d ed Lia nd .

near Systems

II

B. 8ridhar (Purdue University).

University, Japan).

, by A. Gelb

Zadeh

Hatanaka,

gge~-~Lota=z,

Gib -

A Technique for the Synthesis of Linear Nonstationary Feed-
back Systems, Part II: The Synthesis Problem, by A. R.

Stuab

I 0oC e

beruad.

5 8 Cont 2ol

Design and Control of Feed-Effluent Exchanger-Reactor

Systems
P. W.

» by d. I. Douglas,

Berthiaumsas

d. C.

0 r ofust t

?

® 9
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Time Optimal Control of a Chemical Reactor, by J. E. C o &t -

ter, Y. Takahashdi (University of California).

Dynamic Optimization of a Distillation Column, by R. L.

Zdahveadunik, D.H, Arecherxr, B.B. Rotih =

fus .

tate Bpace DPTerhnigues !Tor OComn -
B ol Systems IT1

Analysis of Sampled Dakta Systems by State Space Techniques,

by J. B, Bertramnm.

Optimal Systems by State Space Techniques, by L. F. K a z -
d a (University of Michigan).

State Space Technigues applied to the Design of Space Navi-

gation System, by S. F. Schmidt .

Bibliography of State Space Techniques, by T. J. H i g -

g ins (University of Wisconsin).

hatistieal Methods 1 n Cont rol

A Method of Producing Multiple Non-Correlated Random Signals
from a Single Gaussian Noise Source, by P. I. Boul t omn
(University of Toronto, Canada), R. J. Kavanach.
Optimal Control of Systems with Generalized Poisson Inputs,
by J. J. Flore nt in (Imperial College, London).
Error Probability Density for a Class of Nonlinear Control
Systems with Random Step Input, by W. N. Wonham,
(Purdue University).

A Simple Iterative Procedure for the Identification of the
Unknown Parameters of a Linear Time Varying Discrete System,
by . Kus hner (MIT).

1t sereta Adaptive Processes 1

Adaptation and Feedback, by J. S klansky.
Self-Organizing Control System by M. D. M e s arovic
(Case Institute of Technology).

Analytic Techniques for the 8tudy of Neural Nets, by F.
Rosenblatt (Cornell University).

Pattern Recognition and Adaptive Control, by B. Wi drow,
(Stanford University).

b ddmase Bl t-1lvern 1 Aippl'i erattons

Synthesis of Feedback Controls Using Optimization Theory -

an Example, by P, . Ellert , C. W, Merriam.

A Self-Adaptive Control System for the Saturn Booster, by

Ry K. Bmytrhty W, 0. D oa.wv i

Control Engineering Applications of V.I. Zub o v ' s Con-
struction Procedure for Lyapunov Functions, by S. G.
Nargolis, W.G. Vogt (University of Pittsburgh).
Synthesis of a Minimum Epnergy Controller Subject to an Avera-
ge Power Constraint, by A. E. Pearson.
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Applicationa and Compodents

- Design of Some Active Compensators of Feedback Controls, by
R.E. McCamey, G.J. Thalerxr (US. Naval Post-
Graduate School).

- Analysis, Design and Test of a Position Servo Utilizing a
Stepper Motor, by J. C. Nic k 1 as (Jet Propulsion Lab.
California Institute of Technology).

- Closed Loop Adaptation applied to Missile Control by W. K.
Waymeyer.

Sampled Data Systens

~ A General Solution for Linear, Sampled-Data Control, by T.
L. Gunckel,II, G.F., Franklin (Stanford
University).

- On the Equivalence of Discrete Systems in Time-Optimal Con-

_ trol, by B. P o 1l a k (University of California).

~ The Digital Adaptive Control of a Linear Process Modulated
d%.wwuaos Noise, by C. Po t t 1 e (University of Illi-
nois).

- Perturbation Approach to an Adaptive Sampled Data Control
System, by Paul M o s n e r .

- Stability of a Class of Discrete Control Systems Containing
Nonlinear-Gain Elements, by S. Ko dama .

Digeratel Adaptive Prosce ss'es: . QI

- Some Current Problems in Discrete Models of Learning, by F.
Re st le (Indiana University).

- Stochastic Learning and a Quantal Model of Signal Detection,
by D. A, Norman (University of Pennsylvania).

- Some Current Problems in Models of Learning for a Continuum
of Responses, by P. S uppe s (Stanford University).

- Wmmmwwwm Mechanisms in Digital Concept-FProcessing, by M.

ochen.

SYMPOSTUM ON THE MATHEMATICAL THEORY OF AUTOMATA

As already announced in our Bulletin No. 12 (page 13) this
Symposium was held at the Polytechnic Institute of Brooklyn
on April 24-26, 1962. The following papers - to be published
as volume XIT of the Microwave Research Institute Symposia Se-
ries, at a price of § 7.00, in autumn 1962 - were read:

— Dynamic, Programming, Bequential Machines and Self-Organiz-
ing Bystems, R. Be llman.

— On the Precise Definition of ALGOL and Other Programming
Languages, by J. M c Cart hy (MIT).

- Unsolvable Problems: A Review, by M. Da v is (Yeshiva
University).

Y -

omputabidl ity

The AEA Case of the Entscheidungsproblem, by H. Wan g ,

(Harvard University).

Degree of Urnsolvability and the Hate of Growth of Functions,

by 8. Tennenbaum (University of Michigan).

A Simple Source of Non-Computable Functions, by T. Ra d o ,

(Ohio State University).

Periodicity of Post's Normal Process of Tag, by S. Wa t a -

nabe (University of Tokyo, Japan).

Set-Theoretic Formalizations of Computational Algorithms,

Computable Functions, and General-Purpose Computers, by R.

B, Tewden.

lasses af A oma a and theoren

oI e

Abstract Machines: A Generalization of Seguential Machines

-~ Burvey, by 8. Ginsburg.

Certain Families of Elementary Automata and Their Decision

Problems, by M. P. Schutzenberger (Harvard

University).

w Turing Machine which prints its Own Code Script, by C. Y.
ee .

mmeHmB Testing by Computer, by B. Duaun h am and J. H.
orth.

Machine-Generated Problem Solving Graphs, by H. Ge 1 e r n -

L e r.

Belf-Repair as a Computability Concept in Automata Theory,

by L. Lo fgren (Research Inst. of National Defense,

Stockholm, Sweden).

ad ®

lgebraic Analysis of Automata

Processors for Infinite Codes of the Shannon-Fano Type, by
S. Gorn (University of Pennsylvania).

Application of Lattice-Ordered Semigroups to Codes and Fi-
nite-State Transducers, by A. E, Laemme 1 (Polytech-
nic Institute of Brooklyn).

The Group and Semigroup Associated with Automata, by G. P.
Weepg (Michigan State University).

Structure of Monoids with Applications to Automata, by J.
Mezed.

An Analytical Representation of Signals in Sequential Net-
works, by T. . B o o t h (University of Connecticut).
Algebraic Theory of Machines, by J. L. Rh o d e s (MIT),

An Algebraic Theory of the Analysis and Synthesis of Automa-
ta, by T. S un a g a (University of Kyushu, Japan).
Theory of General Information Networks: An Algebraic and
Topological Foundation to the Theory of Information Handling
Systems, by M. I r i (University of Kyushu, Japan).
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- Essential Multiple-Output Prime Implicants, by BE. J. M ¢ -
c1 w skey Jr. and H. S c h o r r (Princeton Univer-
sity).

- Combinational Elements and Fiducial-State Assignments, by
G. W. Patterson andRBR. McNaughton,
(University of Pennsylvania).

- Derivation of Optimum Tests to Detect Faults in Combina-
tional Circuits, by J. F. P o a g ¢ (Princeton University).

- Canonical Regular Expressions and Minimal State Graphs for
Definite Bvents, by J. 4. Br z o 2z o w 8 k i , (Princeton
University).

— The Analysis and Synthesis of Signal Switching Networks, by

B -0 6. 1086 1 & .&-V

- Pattern Recognition Using Two-Dimensional, Bilateral, Itera-
tive, Combinational, Switching Circuits, by 8. H. Unge r,
(Columbia University).

Search and Convergence

— Some Mechanisms in Hypothesis Selection, by M. K o ¢ h e n.

- On Convergence Proofs for Perceptrons, by A. No v i -
ko L £ Stanford Research Institute).

— The Utilization of Enviromment Continuity by Self-Organiz-
ing Systems, by A.M. An drew , (National Physical La-
boratory, Teddington, England).

A panel discussion on relations between
moB@dedwwwﬁw and computers was lead by M. M ins ky,
MIT).

THE SYSTEMS RESEARCH CENTER
OF THE CASE INSTITUTE OF TECH-
NOLOGY

We have already reported in our Bulletin No. 11 (pages 34-36)

on the research work under way in this Systems Research Cen-
ter. The new issue of "Research Abstracts" dated January 1962

ives the following additional features of this research work:
mﬁoﬁwow marked (+) correspond to particular reports available .,
at the Case Institute of Technology, Cleveland, Ohio, USA).

Group A. Adaptive and self-organizing systems
Group Director: Professor M. M e s a T o v 1 ¢

New Research Plosp 4 e &

Analytic techniques for solution of optimum control equa-
tions, by R. Arc her.

Reliability of logical nets, by J. M i r o (+).

Methods of nonlinear recognition in cognitive systems, by
J. Miro.

- U5 -

A. Gos iewskdi is presently concerned with the two

following topics:

-~ Compensation of influence of delays in multi-variable dis-
crete Automatic Control Systems (+).

- Influence of "checking frequency" on adaptive action.

On the other hand, the disappearance of some previously men-
tioned topiecs is compensated by the addition of the follow-
ing new topiecs:

Topics cited previously

- Interactions in multi- - Measure of interaction
variable systems, by strength, by L. G.
PiAs OO R elr . Boi 2o 8 ilH).

- Systems approach to - General systems approach
complex societies, by to organization theory, by
B8, ‘Uye ki J.L., Sanders N+u.

Topics added

Group C. Control of complex systems
Group Director: Dr.Il. Le fkowi t z

New r e g8lea Ticih tiorp i e's i

- Maximum principle applied to feedback control, by J.D.
B o et TR e

-~ Dynamic programming adaptation techmique, by J. H. Bur g -
ha'nt and JikB8 ¢ hcef filear,

—~ Model Adaptation of time-varying multi-variable systems,
by G5, B ox i.el 1o . i

- Computer optimizing and adaptive control of multiple-unit
heat exchange system, by W. D. M c L e o 4 and A.A.
Schoenberg. ;

— Application of computer contrel to a continuous strip pro-
césd, by P, 'R, B8 u'lliwan.,

- Feasibility study of "first level" digital control computer,
by R« W. van Pe lt and R. €. Durbeck.,

- BEconomic study of computer control, by Y. Eur a

- Economic analysis of computer control, by W. A. G
nie i and ‘Phy Ay ¢ Iiaal b e b,

- Modeling of process systems, by R. J. Adler.

- Simplified determination of residence-time distributions,
bpJd. . Roo=z e,

- Bffect of mixing in chemical reactor performance by H.

Weinstein.

W.L. & il 1l am is concerned with the btopic:
- General study of direct-type optimizing controllers.

tani ..
I e & =

On the other hand, the disappearance of some earlier topics
is compensated by the addition of the following new subjects:
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=50 =

Topics added

This new group, directed by Dr. R. B.

Dynamic optimization of

C - Implementation of dynamic op-
a continuous non-linear

timization of continuous non-

process, byK.V. M a t h e w . linear process, by G. B a -
g1lle and Go. Maxro(+).
Computer Control using a - Computer control using a ge-

generalized model with
self-checking, by J.W.
Bernaxd,

neralized model with adapta-
tion, by O.F. Ger s ter.

The dynamic behaviour of —~ Dynamic optimization of con-
a gas absorption system, tinuous multi-stage process,
by G.A. Coulman. by J.Zs 1 L.o-e:bs.

Dynamic response and con- - Transient behaviour of flui-
trol of a fluidized-bed dized-bed chemical reactors,
chemical reactor, by A. by dovd. W-1i,2 1.4 asth-ai s
Iiohikeawasi

Group J. Artificial intelligence systems

Baner ji, is pre-

sently working on the following two research topics:

Properties, concepts and recognition, by J. C. Penn y -
packer.

Machine translation, by D. G. Gor d on .

Group L., Life science systems
Group Director: Dr.D.G. Fl emin g

Two new topics are considered in this research group:

Group Director: Dr. R.
professor D. P.

regulation of respiration, by H. A. Fe r t 1 k and R. H.
Dutitsen., )
Analysis of electrophysiological correlates of learning,b
J.BR. Huntley.

Group M. Medical systems

Pl onsey (replacing the late
Eckman , Director of the Systems Re-

search Center who had previously also acted as this Group
Director).

N

Mr, J, T e vino

e w researoeh t.o piwg.8 3

Hospital systems research, by B.V. De an .

The need for patient classification, by J.T.R. J ac ks o n.

mwwmoﬂ of patient load on hospital costs, by K.P. M o h a n -
an ,

is concerned with the topic:

Therapy treatment scheduling in rehabilitation center.

On the other hand, the disappearance of some topics is com-
pensated by the addition of the following new ones:

> 9

=81 s

Topics cited previously Topics added

- Analysis of health, disabi-
lity and care statistics on
nically ill, by W. R. chronic illness, by B. C.

K 1m B Da 8 s

- Effective utilization of - Effective utilization of
nursing resources, by W. nursing resources, by A.G.
R, E1a"g . Begead-Dow.

- Determination of optimal
rehabilitation for chro-

- Bystems research in dec- - A multipole representation
tro-cardiology, by A. T. of the heart, by J. M.
Beanbed e g v B I v il Wmbe

Outside of the activity of the above 5 research groups A, C,

J, L and M, the Systems Research Center visualizes the fol-

lowing additional research topic:

- The Great Lakes - S5t. Lawrence Water System, by R. C.
Hyardsa- 1,

The next "Research Abstracts" shall be issued shortly, in
June 1962.

THE 1962 AFIPS SPRING JOINT COMPUTER CONFERENCE

The AFPIPS (American Federation of Information Processing So-
cieties) held its Spring Joint Computer Conference in San-
Francisco on May 1-3, 1962.

Various sessions were held at which the following papers -
short abstracts of which are given here - were presented:

Session A. Study of business information systems

Toward a Genexral SEimulation Ca-

pabilT ity .. by»N R _.Lagknenrx.,

Simulation of a system by a digital computer requires:

- a model of the system which is intelligible to the student
of the system while compatible with the limitations of the
computer, translation of the model to computer code, move-
ment of the model through time, recording the performance
of the model.

SIMPAC, a "simulation package", incorporates coherent techni-
ques and devices for the accomplishment of these objectives:
modeling concepts for building a computer-compatible model,

a vocabulary for encoding the model, a computer program for
moving the model through time and recording its performance,
and an output presentation program.

A model of an hypothetical business system has been implemen-
ted with the first wversion of SIMPAC for the purpose of stu-
dying management controls in a complex system.
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This paper discusses digital simulation and SIMPAC, ana intro-

duces modeling concepts which may lead to a set of simulation

systems which would assemble models of varying complexity from

meoﬂwﬁdwdm statements and analyse the models prior to simula-
on.

A NON-LINEAR DIGITAL OPTIMIZING FROGRAM
FOR PROCESS CONTROL, by R.A.
Mugele.

A new program has been developed for optimizing a computer-
controlled process. This program applies probing and re-
straint-following algorithms which permit solving the optimi-
zation problem in difficult cases. These cases include non-
linear or discontinuous restraint functions, and non-convex
domains.

The program requires relatively little storage for program
and data, and no special modifications of objective or re-
straint functions. It is primarily applicable to some medium-
sized digital computers now used in process control.

Various control strategies are compatible with this program.
It can be used to generate an operator guide for a process
operating in the steady state. It can also be used for opti-
mizing the control of a process with perturbed inputs, i.e.
in the transient state. It can also be interrupted, before
completion, in order to determine the degree of improvement
available, or to impose new restraints.

A SIMULATION OF A BUSINESS FIRM,
by Ch., PiuBiomd nd

This paper describes a simulation model of a hypothetical bu-
siness firm. The model was constructed to include not only
the accounting and economic factors of costs, profits, sales,
units produced etc. , but also psychological and behavioral
concepts. Individuals in the firm have aspiration levels,

feel pressure, and react in accordance with behavioral theory.

The purpose of the model is to study the effects of informa-
tional and organizational factors upon the decisions of a bu-
siness firm. The authors have had limited knowledge of such
variables as: the effects of tardy information, the effects
of different distributions of information within the firm,

the effects of differing degrees of centralization or decen-
tralization, etc. A comprehensive model, such as the one pro-
posed, is necessary to answer such questions.

Eight specific hypotheses involving changes in the organiza-
tion and information system of the firm were formulated and

tested using a factorial experimental design. The results of
this experiment demonstrate the usefulness of this model as

a research tool.

o0
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Session B. Theoretical problems in artificial intelligence

MH-1, A COMPUTER-OPERATED MECHANICAL HAND, by H. A. Ern s t.

MH-1 is a motorized and sensitized servo-manipulator operat-
ed by the TX-0 computer at the Massachusetts Institute of
Technology. Unlike in a conventional digital control system,
the computer in the MH-1 system is not used to process gquanti-
tative information. Its function is rather to perceive and ap-
preciate the environment of the hand qualitatively. On this ba-
gis, the computer determines a reasonable course of action af-
ter a goal has been specified for the hand.

Because of the automatic execution of these higher control
functions the system, by itself, in its attempt to reach that
goal, behaves sensibly even in unexpected situations for which
no explicit instructions have been given. For example, it mak-
es reasonably successful attempts to resolve inconsistencies
between the plan of action and the situation in the environ-
ment, it finds a way around obstacles hindering the hand, or
it acecepts help from a human assistant without fighting back,
but it still resists unwanted interference. A4 film of MH_-1 in
action, demonstrating these properties, was shown.

AN ABSTRACT MACHINE BASED ON CLASSICAL ASSOCIATION PSYCHOLOGY,
by R.¥. Rediss,.

Classical association psychology (circa 1750-1900) described,
and proposed to explain, human thought processes in terms of

a few kinds of forces operating on discrete entities called
"sensations", "images", "ideas" etc. The classical theory was
not given a precise, quantitative formulation and has been ge-
nerally abandoned for a variety of reasons. However, the pro-
blem of developing artificial intelligence in digital machin-
es provides new grounds for evaluating and perhaps extending
association theory.

One method of ewaluation is the synthesis by postulation of
abstract "machines" which reflect the fundamental insights of
association theory, and analyses of their behavior. In this
paper a minimal machine is defined and certain aspects of its
behavior are examined. It is restricted to a finite system of
discrete objects coupled by two types of associative bonds,
some of which are modified by passage of the objects through
an "attention" register. The system grows in size by the ad-
mission of new objects via a "sensory" register. Although this
"machine" constitutes an over-simplified interpretation of as-
sociation theory, it does display some of the diverse behavi-
oral potentialities of such systems.
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THE GODEL INCLOMPLETENESS THEOREM AND INTELLIGENT MACHINES,
by F. B, Cannonito-.

This paper considers whether or not Godel's Inclompleteness
Theorem implies that machines are incapable of operating as
intelligent robots. The paper's view is that the theorem does
not limit machines in this sense. To support this belief, the
concept of a recursively enumerable set of integers is develo-
ped via the intuitively appealing properties of programs made
up from basic instructions similar to the wellknown initial
functions of primitive recursion. Productive sets of integers
are then introduced and after some remarks relating formal
languages to sets of integers via the Godel numbering techni-
que, a formal axiomatic arithmetic language L is defined and
the recursive enumerability of L's set of theorem is asserted.
The notions of w-consistency and interpretation of L are then
given and Godel's Incompleteness Theorem is stated and inter-
preted vis—swis digital computers.

The paper then attempts to modify the concept of a program so
that the theorem of De Leeuw, Moore, Shan-
non and Shapiro can be introduced to argue that
nonrecursively enumerable sets of integers can be generated
by the modified programs under suitable restrictions. This is
regarded as removing the restrictions on the use of machines
as creative robots, implied by the Godel Incompleteness The-
orem.

Session C. Digital Storage and Circuits

A SUPERCONDUCTIVE ASSOCIATIVE MEMORY, by P.M. Dav ies.
The general properties of an associative memory are explained,
and their advantages relative to a random access memory dis-
cussed. Then a superconductive mechanization of such a memory
is described which is based upon the cross film cryotron.The
memory requires 5 cryotrons per bit and 9 cryotrons for a con-
trol module associated with each word. Any combination of bits
of the word can be used as the key, and any number of records
in the memory can be identified and read out as the result of
a single association. The speed of various circuitry in the
memory is approximated and some applications are suggested.

A CRYOGENIC DATA ADDRESSED MEMORY, by V.L. " e w h o u s e ,
REB., Bruiln,

A Computer storage system which is addressed by content rather
than location is described. The design has been verified by
constructing and successfully operating a three-word module
consisting of 81 crossed-film-cryobtrons on a six-inch-by
three-inch substrate.

> 0
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CIRCUITS FOR THE FX-1 COMFUTER, by K.H. Kon k1l e .

A set of circuits capable of 50 megapulse operation is de-
scribed. Included are gated and mixing pulse amplifiers, a
static flip-flop, a diode logic unit with current-steering
anplifier, a passive delay line, and an active variable de-
lay circuit; all of which are designed to operate with termi-
nated 75 ohm transmission lines. Ten nséc.pulses and 20 nsec,
flip-flop transition times are provided through use of very-
high-speed MADT transistors. The circuits have been success-—
fully employed in the FX-1, a small general purpose computer
with high-speed magnetic film memory.

Session D. Man-Machine Co-operation

ON-LINE COMMUNICATION BETWEEN MEN AND COMPUTERS, by J. C. R.
I 3"l 4 d 8"y "an@ W' ¢ 1T a k%

The paper first reviews briefly the main problems and exist-
ing techniques of on-line communication between men and com-
puters, and then describes three current developments:

1. A time-sharing system that permits several operators
with independent problems to use one computer simulta-
neously, each operator having sensibly continuous access
to its facilities.

2. A set of programs and techniques to facilitate planning
and design of buildings.

3. Techniques that provide pictorial displays of what is go-
ing on inside the computer and reveal basic character-
istics of traced-operating programs.

The paper concludes with a brief discussion of man-computer
communication problems that call for basic advances in con-
cept and hardware.

SOLUTION OF NON-LINEAR INTEGRAL EQUATIONS USING ON-LINE COM-
PUTER CONTROL, by G. J. Culler and R.W. Hu £ f .

This paper contains results from some computer experiments
performed as part of a study concerning more effective utili-
zation of computers as research tools for scientific problems.
A display and analysis console permitting direct control of
the computer was used to solve a non-linear integral equation
occuring in the Bardeen-Cooper-Schrieffer theory of supercon-
ductivity. This equation gives the energy gap in a supercon-
ductor as a function of energy after three physical parameters
have been specified. In each case, the method of solution was
constructed by the problem solver through direct interaction
with the computer, the strategy of solution of each stage be-
ing based on information obtained from the computer in the
course of the solution process. Thus, characteristic features
of the problem and the pitfalls involved were discovered and

controlled during the process of solution,
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According to the parameter values specified, the problems
ranged from very easy to quite difficult, and thus provided

a basis for testing the authors approach. Extension of this
technique to other digital equations, to more general one-di-
mensional problems, and to a wide class of physical and mathe-
matical problems appears entirely feasible.

ARE THE MAN AND THE MACHINE RELATIONS ? by B.R. Wo 1 in.

As environments reguiring control have become more complex,
and the speeds of events in those environments have increased,
there has been a trend to use computers to supplement or re-
place men or the functions they have traditionally performed.

The decision as to how to use compubters in systems has been in-
fluenced by beliefs about what men can and cannot do or should
and should not do.

Additionally, attempts to employ computers have frequently
failed because not enough has been known, either about the
funetion, or how to program the computer to perform the func-
tion.

A research program is described which has two objectives:
First, to study the behavior of men in complex environments
to find out what they can and cannot do well, and what factors
limit or extend their effectiveness. Second, to study the be-
havior of men to determine how they perform complex functions,
using the men as analogues oI general-purpose computers, so
that computers can be better programmed to perform such func-
tions when it is necessary to do so.

A brief description of the computerized laboratory in which
the research is being done, and how the laboratory is being
used, is included.

Session E, Data Analysis and Model Construction
in the Study of the Nervous System

PROBLEMS IN THE STUDY OF THE NERVOUS SYSTEM, by G. Far ley,.

A survey is given of the main experimental and theoretical dif-
ficulties encountered in the study of the nervous system. These
difficulties are illustrated by specific examples of the un-
certainties still existing in knowledge of the behavior of neu-
rons, both individually and in groups, and in the interpreta-
tion of experimental observations. Concepts of the reduction
of data from electrophysiological experiments are discussed
and compared with those in physical experiments. Some theore-
tical problems are similarly treated. Examples of analog and
digital computers having both special and general-purpose
features which have been used to attach these problems are
given, with a brief discussion of some of the results.
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NEURAL ANALOGS, by L.D. Harmon .

Information processing in the nervous system is receiving in-
creasing attention by researchers in the communications scien~
ces. One of the most prolific areas of activity has been neu-
ral modeling. Simple electrical and mathematical models were
described over half a century ago; in recent years there has
been a growing array of chemical, electronic, mathematical

and computer-simulated analogs.

Two guite different kinds of neural modeling have resulted.In

one category the intent is to simulate closely the complex pa-
rameters of the biological original in order to consider func-
tions of the nervous system to supplement neuro-physiological

research., In the second kind of neural modeling the idea is to
explore the single-element logical behavior or the self-organ-
izing properties of ensembles of relatively simple guasi-neu-

ral elements.

It is the purpose of this paper to emphasize the differences
between these two approaches, to review briefly some of the
main streams of activity in neural modeling, and to show, by
way of example, the results of one particular line of investi-
gation - the work dealing with real-time electronic neural
analogs.

THE CAUDAL PHOTORECEPTOR OF THE CRAYFISH: A QUANTITATIVE STUDY
OF RESPONSES TO INTENSITY, TEMPORAL, AND WAVELENGTH VARTABLES,
Ly WeR2eIT teteatls,.

This paper describes the results of a study which has been
made of the caudal photoreceptor of the ecrayfish, Pooled pulse
potentials evoked by photic stimuli were recorded from the
ventral nerve cord and these data digitized and recorded on
magnetic tape. A digital computer was then used to analyze the
data and recognise certain specific features. The coding of
the nerve action potentials as a function of the stimulus di-
mensions-was investigated and it was determined that the sti-
mulus amplitude-response magnitude relation was a power func-
tion with the same exponent as that found in human perception.
Furthermore, the spectral luminosity curve was determined to
coincide with that of the human eye.

The similarities of these two functions suggest a common pho-
tochemical medium which thus allows a detailed study to be
made of these human perceptual processes in a highly reduced
model preparation.

A THEORY AND SIMULATION OF RHYTHMIC BEHAVIOR DUE TO RECIPROCAL
INHIBITION IN SMALL NERVE NETS, by R.F. Re i 8 5 .

An elementary theory predicts that neurons which inhibit each
other, and which suffer "fatigue" with repeated firing can
produce alternate bursts of pulses, a "multivibrator" effect,
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under certain conditions. Fragmentary physiological evidence
suggests that reciprocal inhibition does occur in senseory and
muscle control systems, and may in particular explain rhythmic
behavior of the sort seen in alternating reflexes-responsible
for animal locomotion.

On the basis of a specific conceptual model of signal process-—
ing in neurons, analog and digital simulation models have been
constructed and used to explore the multivibrator effect. The

effect is rather easily produced with model neurons operating

in either "coincidence" or "relaxation" modes, and is facili-

tated within limits by asymmetric parameters.

The reported simulation experiments are restricted to reci-
procal inhibition of just two neurons and indicate that a neu-
ron couplet, with a few sensory inputs and proprioceptive
feedbacks, could provide an economical control system for al-
ternating reflexes or for synergetic muscle groups which time-
share a common load. Such a system could rapidly adapt to va-
rying loads and would reguire minimal control from higher nerv-
ous centers. The exploration of many other possible functions
for two (and more) multivibrator effects in small nerve nets
has only begun.

Session F. Computer Systems

THE MANIAC III ARITHMETIC SYSTEM, by R. L. Ashenhurst.

Unlike most computers, for which there is a formal distinction
between "fixed-point" and "floating point" numbers, the Univer-
sity of Chicago Maniac III computer handles all numbers in a
single format (exponent and coefficient, with the coefficient
in general not normalized). This permits several types of ari-
thmetic to be defined, which differ in that results are ad-
justed (coefficient scaled) according to different rules. For
example, a "floating-point" operation adjusts the result ac-
cording to a "significant digit" criterion, while a "speci-
fied point" operation adjusts the result to the exponent of
first operand. Normalized arithmetic and a fourth type called
"basic" are also available.Since the format for operands is
the same for all these types, they can be processed by the va-
rious arithmetics without intermediate conversion, thus add-
ing a dimension of flexibility to the computing process.

This paper discusses the arithmetic rules in some detail,
showing how consistent conventions for rounding, adjustment
of zero and formation of low-order parts are established. The
trapping system used for the detection of anomalous results
is also described.
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AN ORGANIZATION OF AN ASSOCTATE CRYOGENIC COMPUTER,
by RB.F. Ros8 1mn.,

This paper is concerned with the organization of & computer
built entirely of cryotrons and operating with an associative
(content addressed) memory in which the location of words
stored or retrieved is determined by all or part of the con-
tents of the words.

Since cryogenic circuitry is used throughout, the speed of the
machine is relatively uniform in both memory and other func-
tions. Thus, the traditional balance of operation time is
changed from that existing in more contemporary devices. More-
over, the problem of hardware maintenance has changed due to
the wery cold environment which must exist for the machine to
operate.

A design approach to these and other considerations is evolved
which includes putting more logic than usual into the memory
andeliminating the necessity for a distinet instruction loca-
tion counter, address decoder, etc., ... Problems considered
include multi- and parallel processing, indexing and indirect
addressing, input-output processing and self-monitoring func-
tions.

INTEGRATION AND AUTOMATIC FAULT LOCATION TECHNIQUES IN LARGE
DIGITAL DATA SYSTEMS, by D. Wo. Liddell

A digital computer, if used with proper programming technigues,
can be a powerful tool during the processes of physical inte-
gration of complex digital date processing systems. After sys-
tem integration as such has been completed, the same technigue
may be used to provide performance monitoring and daily cali-
bration status data for all or any part of a system.

Investigation of such programming technigues during system in-
tegration of the Developmental Navy Tactical Data System
(NTDS) at USNEL produced results which indicated the possibi-
lity of using the computer for automatic fault location in the
system. Some progress has been made in this area, and a pro-
gram which allows the NTDS computer to identify a failing log-
ic card associated with its own memory logic and switching
circuitry has been successfully demonstrated. The final objec-
tives of this approach are to provide facilities to perform
on-line performance monitoring and automatic fault location,
reduce to a minimum the external test equipment required for

a system, and eliminate insofar as possible the high degree of
training presently reguired in the system maintenance techni-
cian.
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Session G. Analog Applications and Technigues

THE USE OF COMPUTERS IN ANALYSIS, by Wo. J. Karplus and
Ties Dat KO % & ¢l .

The computer is recognized as an imporbtant engineering design
tool permitting the student to test the efficacy of a large
number of design hypotheses to determine an optimum design.
The application of automatic computers to courses in methods
of snalysis, however, has not been clearly defined.

This paper gives a number of specific examples of the utiliza-
tion of computers in engineering analysis. Foremost among the-

se examples are two categories of computer utilization: .

1) The application of computers to aid the student in the vi-
sualization of dynamic or mathematical phenomenaj

2) the opening up of new approaches to the explanation of sys-
tem behavior - approaches which are out of reach of conven-
tional analytical methods.

ANALOG SIMULATION OF PARTICLE TRAJECTORIES IN FLUID FLOW,
by V. D. Norum, M, Adelberg andR L. Far-
renkopf.

This paper presents a detailed account of the analog simula-
tion of particle trajectories in a two-dimensional fluid flow
field governed by Laplace's equation. A conductive surface is
used as a direct analog of the two-dimensional fluid flow
field in conjunction with an electronic amalog compuler to de-
cermine the trajectories or particles in the presence oI 1iuld
flow. Emphasis is placed on the concept of accuracy of the par-
ticle trajectories as well as error criteria by Which trajec-
tory accuracy can be judged; and on the sources of error in-
herent in their détermination.

& detailed error analysis is presented in which a suitable
arror model is derived and certain inaccuracies in the comput-
ing equipment are assumed in order to predict their effect on
the particle trajectories. An example 1is presented to illustra-

problem. The analog simulation is also used to obtain trajec-
tories in a potential flow field distorbed by the presence of
a cylinder and the results are then compared to a similar case
obtained by other authors using a different approach. These re-
m:wdm were comparable, with suitable explanations for the dif-
erence.

THE APPLICATION OF FINITE FOURIER TRANSFORMS TO ANALOG COMPUTER
SIMULATIONS, by E. Liban.

An analog computer technique for the solution of certain class-
es of boundary value problems of partial differential equation
based on Finite Fourier Transforms is presented, which requires
considerably less computer components than conventional finite

be the types and magnitudes of errors that exist in a typical -
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difference methods. The derivation of the Finite Fourier Trans-
form method is briefly stated and then applied to anslog com-—
puter simulation of heat transfer equations with linear and
non-linear boundary conditions.

ANATOG SIMULATION OF THE RE-ENTRY COF
HEAD AND MULTIPLE DECOYS, by L.E. F
Howe .

The basic problem considered here is the computation of the
re-entry trajectory of a single ballistic missile warhead as
well as the trajectories of a number of decoys which originate
from the warhead trajectory. Suitable three-dimensional equa-
tions of motion are presented for a re-entry vehicle with arbi-
trary drag coefficient, mass, and area, and the analog computer
circuit for solving these equations in real time is given.Then
a method of using several such circuits to compute simultane-
ously the trajectories of multiple targets with variations in
all three initial wvelocity components as well as variations in
ballistic coefficient is presented.

A BATLTLISTIC MISSILE WAR-
ogarty and R. M.

Session H., Information Retrieval

THE CONSTRUCTION OF AN EMPIRICALLY BASED MATHEMATICALLY DE-
RIVED CLASSIFICATION SYSTEM, by H. Bor k o .

This study describes a method for developing an empirically
based, computer derived classification system. Six hundred and
eighteen psychological abstracts were coded in machine language
for computer processing. The total text consisted of approxi-
mately 50.000 words of which nearly 6.800 were unigue words.
The computer program arranged these words in order of frequen-
¢y of occurence. From the list of words which occurred 20 or
more times, excluding syntactical terms such as and, but,of,
etc. .., the investigator selected 90 words for use as index
terms. These were arranged in a data matrix with the terms on
the horizontal and the document number on the vertical axis.
The cells contained the number of times the term was used in
the document. Based on these data, a correlation matrix, 90 x
90 in size, was computed which showed the relationship of each
term to every other term. The matrix was factor analyzed and
the first 10 eigenvectors were selected as factors. These were
rotated for meaning and interpreted as major categories in a
classification system. These factors were compared with, and
shown to be compatible but not identical to, the classifieca-
tion system used by the American Psychological Association.
The results demonstrate the feasibility of an empirically de-
rived classification system and establish the value of factor
analysis as a technique in language data processing.
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THE STORAGE AND RETRIEVAL OF PHYSIOLOGICAL AND MEDICAL DATA
IN A MODERN HOSPITAL, by P. C. T i f fany.

As an introduction, this paper considers some of the problems
of data handling in a modern hospital. Next the needs of the
users of the data are considered. The principal area of inter-
est is directed toward the hospital function which deals with
the storage and retrieval of the clinical record after the pa-
tient's hospitalization. An estimation is made of The large
amounts of terms used in medicine, and of two currently em-
ployed schemes for the indexing of diseases and operations,

A description is made of a storage and retrieval system which
allows the medical researcher to examine and browse through
clinical records or abstracts of the records. The paper con-
cludes with observations on the need for applied research and
system development to acquire pilot systems for the storage
and retrieval of physiological end medical data.

Session I. Programming and Coding

FACT COMPILER SEGMENTATION, by M. N. Green field.

The manner in which the fact Compiler handles segmentation of
programs is described. Programs are divided into many inter-
dependent segments in order to optimize the use of core sto-
rage. For instance, the internal storage required to handle a
tape file (buffers, labels, controls) would be one segment.
This segment would be operated upon by other processing seg-
ments. Bach of the segments may be activated or released in-
dependently as required. Each of the segments is relocated at
execution time. Segments in memory may be subsequently moved
by the monitor in order to fit additional segments in core.

The monitor has the ability to organize the required rearrange-
ments. A hardware error detection feature is used to make the
currently operating segments sensitive to the absence of a
segment about to be addressed. This provides an efficlent link-
age to the monitor enabling it to activate the segment.

A GENERAL TEST DATA GENERATOR FOR COBOL, by R. L. S aude r.

Program checkout procedures are often hampered by the non-
availability of adequate test data. To reduce this problem,

a Test Data Generator is currently being developed to operate
in conjunction with the Cobol Compiler implemented by the Air
Force Logistic Command. The system not only builds data items
conforming to descriptions given in the Data Division of the
associated Cobol Source Program but also inserts in these items
necessary data relationships and requirements to test various
branches of the Cobol ob ject program. The generator is label-
led "general" inasmuch as the method of expressing these data
reguirements is designed to be as hardware independent as the
Cobol compiler employed to build the program being tested.This
paper discusses both the utilization and the method of opera-
tion of tke Data Generator.
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DATA STRUCTUEES THAT GENERALIZE RECTANGULAR ARRAYS, by S. A.
H'o £ fman'., -

A class of data structures, useful in data processing, is de-
fined. These are called generalized structures. A formal method
of describing a generalized structure is given. It is shown how
a compiler program, once given such a description or descriptor,
can allocate contiguous storage and determine the appropriate
form of the storage mapping function which will relate suitably
referenced positions in the structure with positions in the 1i-
near storage. The suitable referencing of data in the structure
is accomplished by reference expressions, these are defined and
it is shown how, at run time, they are operated upon by the
storage mapping function.

The class of structures, the descriptors, the form of the sto-
rage mapping function and the reference expressions are all
shown to be direct generalizations of the corresponding consi-
derations for n-dimensional rectangular arrays.

Finally, an Algol program for the Burroughs 220 computer is
briefly described. The program simulates the functions that-a
compiler, upon receiving a descriptor, would perform in forming
the storage mapping function, and the processing that would be
oWHmen out at run time when a reference expression is present-
ed.

AN EXPERIMENTAL TIME-SHARING SYSTEM, by F.J. Corbat o

Time-sharing a digital computer is subject to two common inter-
pretations. One can mean using different parts of the hardware
at the same time for different tasks, or one can mean several
persons making use of the computer at the same time. The first
meaning, often called multiprogramming, is oriented towards
hardware efficiency in the sense of attempting to atbtain com-
plete utilization of all components. The second meaning of time-
sharing, which is meant here, is primarily concerned with the
efficiency of persons trying to use a computer. Computer ef-
ficiency must still be considered but only in the perspective
of the tetal system utility.

The motivation for time_shared computer usage arises out of the
slow man-computer interaction rate possible with the bigger,
more-advanced computer. This rate has changed little (and be-
come worse in some cases) in the last decade of wide-spread com-
puter use., The desired performance of a time-shared computer is
discussed as well as specific hardware, programming and usage
problems. The operational characteristics of an experimental
time-sharing programming system prepared for an IBM 7090 is de-
scribed. Consideration is given to the design compromises and

to the future avenues of improvement.
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A PROGRAMMING LANGUAGE, by K. E. I verson.

The paper describes a succinct problem-oriented programming
language. The language is broad in scope, having been de-
veloped for, and applied effectively in, such diverse areas
as microprogramming, switching theory, operations research,
information retrieval, sorting theory, structure of compilers,
search procedures, and language translation. The language per-
mits a high degree of useful formalism. It relies heavily on
a systematic extension of a small set of basic operations to
vectors, matrices, and trees, and on a family of flexible se-
lection operations controlled by logical vectors. Illustra-
tions are drawn from a variety of applications.

Session J. World Peace and Role of Computers

A panel discussion took place on this topic.

Session K. Digital Differential Analyzers
and Hybrid Computation

DESIGN OF A ONE-MEGACYCLE ITERATION RATE DDA, by R. B.
Bradley and J.PF. Genmna.

aﬁum@wwmﬂnwmasmmmmwummmonHhmmwmﬁhmmﬁzﬂmmowmmumwwmw
differential analyzer ﬁuUPW which operates at a rate of one
million iterations per second. SPEDAC (Solid-state Parallel
Expandable Differential Analyzer Computer) features parallel
organization of the integrators, serial-parallel arithmetic
within the iteration cycle, 26-bit word length, and the inte-
gral inclusion of a multi-function digital function generator.
The computer is programmed in analog computer fashion by means
of plug board interconnection of the integrators.

To achieve a oné-megacycle iteration rate, the arithmetic cir-
cuits operate at a six-megacycle clock rate. Trapezoidal inte-
gration is performed. Initial conditions and function generator
breakpoints and slopes are stored as parallel words in a mulbti-
plane magnetic core memory. The use of a parallel memory is ex-
ploited to permit direct parallel communication and hybrid
operation with external large-scale general-purpose digital
computers.

DDA ERROR AWATYSIS USING SAMPLED DATA TECHNIQUES, by D.J.N e 1 -

sSon.

The Z or W-Transforms may be combined with matrix techniques
to analyze errors in digital differential analyzers. Thisana-
lysis demonstrates how errors in the solution of linear dif-
ferential equations with constant coefficients can be simply
determined and how solutions to these eguations can be de-
veloped, the accuracy of which is limited only by round-off.
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HYBRID TECHNIQUES APPLIED TO OPTIMIZATION PROBLEMS, by H.S. -
Witsenhausen.

A hybrid system is described consisting of a general-purpose
analog computer and a specially designed digital expansion
system (DES). One of the functions of this expansion is to act
as an intelligent operator of the analog high-speed compubting
capability. To this end, the expansion contains logic build-
ing blocks (essentially flip-flops and gates) interconnected
on a patich-panel. Switching commands are transmitted from the
DES to analog gates, memory units and mode control., Compara-
tors transmit quantized information from the analog to the
DES.

Application of this simplest capability of the hybrid approach
is illustrated for the optimization problem, stated as follows:

A funection dependent on the solution of a set of nwwwmﬂmbdpww
and/or algebraic eguations containing adjustable parameters is
to be minimized by systematic search procedures in parameter
space. Among the applications are model building, process op-
timization and matching of boundary conditions. One possible
procedure has been selected for illustration and its hybrid
implementation is carried out for the general n-parameter case.
Exploratory runs determine approximate partial derivatives
from which a gquantized direction is determined. Steps are
taken in this direction until lack of improvement forces a
redetermination of partials. The techniques of programming
the DES and the hybrid interconnections are emphasized.
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International

(Remark: The numbers before the titles refer to the tentative
Classification as published in Bulletin No.ll, pp. 37 - 52)

6.9.1 ACTA IMEEKO 1961

The Proceedings of the INMEKO Congress held in Budapest in
1961 are scheduled for publication in the immediate future.
They will contain the 133 papers read at this Congress by ex-
perts from 22 countries; each paper will be published in one
of the following 4 languages: English, French, German or Rus-
sian with summaries in the 3 other languages.

The Proceedings will contain approximately 2.500 pages of
text, 800 illustrations and be divided into 5 volumes. The
price will be g 18.

5.6.30 PROCEEDINGS OF THE INTERVATIONAL SEMINAR ON ANALOGUE
COMPUTATION APPLIED TO THE STUDY OF CHEMICAL PROCESSES.

We have already reported in our Bulletin No. 9 (pages 11 to
18) on this Seminar held in Brussels on November 21-23%, 1960,
and have given short abstracts of the 21 papers read.

The Proceedings of this Seminar, including the discussions
plus an additional 22nd paper, have been published by Presses
Académiques Buropéennes, Brussels. They comprise 170 pages of
text and numerousg figures; the papers and discussions are pub-
lished in English, French or German.

Czedhoslovakia

5.5.0 SYIMPOSIUM ON AUTOMATIC CONTROL OF POWER BLOCKS,

Prague 1961. Published by Ceskoslovenska Védecko-Technickd
Spole¥nost, Prague 1, Sirokd 5.

This volume contains the papers read at the Symposium in the
original languages (English and German). A survey report on

this Symposium has been published by R. Q u a ¢ k in German
language in the magazine Brennstoff-Warme-Kraft (BWK) 1961,

No. 12, pp. 552 - 556.

CR S

France

4.0.2.1 INVESTIGATION AND DESIGN OF HYDRAULIC SYSTEMS
(Etude et Détermination des systémes hydrauliques). In French

by M. Guillomn . Paris, Dunod, 1961, 444 p., 248 illus.,
78 new francs.
Germany

1.1.2.1 GUIDE TO PRACITCAL USE OF THE LAPLACE TRANSFORM

) (Anleitung zum praktischen Gebrauch der Laplace Transformatiom)
" by G, Doet sch, in German. Miinchen, R. Oldenbourg Ver-

lag, 1961 (2nd edition), 256 p., 45 illus., DM 38.--.

1.1.6.0 APPLICATION OF STATISTICAL METHODS IN AUTOMATIC CON-
TROL (Anwendung statistischer Verfahren in der Regelungstech-
nik) by H. S ¢ h 1 i t t, Editor. In German. Miinchen, R. Olden-
bourg Verlag, 1962, 90 p., 41 illus., DM 16.80.

4.4.1.1, LINEAR IMPULSE AMPLIFICATION (Lineare Impulsver-
stdrkung) by W. Rupprecht. In German. Hamburg, R. von Decker's
Verlag, 1962, 45 p., 31 illus., DM 5.80.

Switzerland

INTRODUCTORY AUTOMATIC CONTROL LECTURES

We have already published in our Bulletin No. 7 (pages 14 to
15) the programme of lectures on Automatic Control organized,
during the winter 1959 - 1960, by the Geneva Section of ASSPA.
These lectures have now been published in French and are avail-
able, at a price of 15 Swiss francs, from the Geneva Section
of ASSPA (postal account I 15387, Geneva).

United Kingdom

4.0.1.0. LINEAR ELECTRIC CIRCUITS (translated from Hungarian
into English). By 2. Henn y e y . Oxford, Pergamon Press,
1962, 335 p., & 5/-/-.

4.1.2 MICROMINIATURIZATION (Proceedings of the NATO Conferen—
ce , Oslo, July 24-26, 1961). By G. W. A. Dumme r , Editor.
In HWWWHmw and French. Oxford, Pergamon Press, 1962, #m@ Pay

H mmln
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4.0.1.2. PRINCIPLES OF ELECTRONIC INSTRUMENTATION by W.A.
Lynch andd. G. Truxal . New York, McGraw-Hill,
1962, g 7.50,

This book is designed to follow the author's first volume,
Introductory B8ystem Analysis, to
provide a modern and comprehensive one-year course for science
and engineering curricula other than electrical engineering.
It may also be used as a second-semester course in the field
of instrumentation for students working toward a bachelor's
degree in non-electrical engineering areas who have had a
more conventional first semester introductoryelectrical en-
gineering course.

The introductory chapter summarizes the highlights of linear
system theory covered in the first volume. The inclusion of
this introductory chapter makes the text independent of Vo-
lume TI. ‘

The term instrumentation is interpreted in the modern sense

as encompassing not only the measurement of electrical gquanti-
ties, but of physical variables in all fields of engineering,
the conversion of signals from one form to another, and the
utilization of feedback-control principles in the design and
implementation of basic intrumentation functions.

The approach is in terms of a unified system point of view,
utilizing a wide variety of the modern electrical engineers'
approaches and technigues. The model concept and the transfer-
function concept are continually emphasized and applied, mak-
ing use of such powerful tools as the complex freguency and
transform methods.

Volume I in the series is entitled:

4.0.1.2 INTRODUCTORY SYSTEM ANALYSIS: SIGNALS AND SYSTEMS IN
ELECTRICAL ENGINEERING. By W.A. L ync h and J. G. 2.2 -
x a 1 . In English. New York, McGraw-Hill, 480 p., § 7.50.

This text focuses on the presentation of linear system analy-
sis, ome of the fundamental concepts underlying the subjects
of instrumentation and control engineering, electronic cir-—
cuits, and analog simulation and computation.

The primary objective is to present the fundamental concepts
and techniques of modern electrical engineering by introducing
the viewpoints, approaches, and methods of the electrical en-
gineer; familiarizing the reader with electrical devices and
equipment; providing the requisite foundation for future study;
and presenting a definitive picture of the role of the elec-
trical engineer in the modern interdisciplinary systems en-—
gineering efforts, both military and Hnmdmdwpww.
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The basic techniques of system analysis are presented simply,
yet completely, omitting many widely-taught techniques in or-
der to focus attention on basically important areas. Unusual
‘topics are treated, including snalog computers, complex-fre-
quency techniques and the essential results of the Laplace
transform, signal analysis, mechanical and other networks, and
signal-flow graphs.

A combined volume, including the same material that is found
in volumes 1 and 2 (except that the unifying chapter at the
beginning of volume 2 will be omitted) will also be published
under the title of "S i gnals and S ystems

i Welectrical Engineeringh
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Information to appear in the Information Bulletin No. 14
should reach the Editor:

Professor Ing. Dr. V. Broida
Honorary Editor of I.F.A.C.

13, rue de la France-Mutualiste

Boulogne-sur-Seine (Seine), France

not later than October 15th, 1962.




